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Abstract. PerDiS is a distributed persistent middleware platform, intended to ease the distributed sharing of long-term data. Its users belong to geographically-distant and non-trusting enterprises. It targets CAD applications for the building industry: data sets are large and pointer-rich; simultaneous reads and updates are supported; there is no central database; migrating legacy applications is accessible to unskilled programmers. A number of real applications have been either ported or written specifically for PerDiS. The following design decisions were essential to the scalability and to the usability of PerDiS. Isolation (transactions) decouples users from one another. The system design provides different granularities. The programming abstraction is a fine-grained, persistent, isolated shared memory, with objects, invocations and URLs. The system mechanisms are coarse-grained, loosely-coupled and optimistic. Fine-grain application entities are encapsulated into coarse-grain system entities, respectively clusters, domains, transactions, and projects.

1 Introduction

PerDiS provides a new technology for sharing over the Internet, the Persistent Distributed Store. PerDiS enables application programmers to use shared, complex objects in a distributed environment. PerDiS is a middleware layer, designed for use in cooperative CAD applications across long distances and across organisational boundaries. Some of the requirements are to ease the porting of a legacy application by programmers unskilled in distributed systems; to support large and pointer-rich data sets; to support simultaneous reads and updates; and support multiple, geographically-distant storage sites. Interfacing to PerDiS is easy and natural: an application allocates its data in (the PerDiS-managed) memory.

Since the major PerDiS abstraction is just memory, sharing some object is just a matter of setting a pointer to it.

Objects automatically become persistent and shared over the network. Transactions isolate applications from one another. Caching and replication techniques ensure that data is accessed efficiently and rapidly. Automatic persistence and garbage collection take away many of the headaches of sharing. Objects are protected from unwanted access or tampering by distributed access control and encryption.

Although our primary target is the building and construction industry, the technology should be applicable to other application domains where distributed access to complex, mutable data is needed.

All the results of PerDiS are available on our Web site http://www.perdis.esprit.ec.org/, in accordance with our open source policy.

2 Requirements

2.1 Cooperative work in Building and Construction

A Building and Construction (B&C) project is represented by an object for each wall, window, door, fitting, etc. The size of an object is of the order of 1-10 Kbytes. Objects are connected by pointers (e.g., a wall points to all its windows, doors, adjacent walls, floor and ceiling; and vice-versa). All told the data size of a reasonable building is in the order of tens of megabytes.

A B&C project often involves a "Virtual Entreprise" (VE), a temporary alliance between specialists of different domains (such as architects, structural engineers, heating or electricity specialists) from geographically-distant and mutually untrusting companies.

Previous attempts at cooperative CAD tools by our partners [2] were based on remote object invocation [8]: a client application running on a workstation invokes objects, stored in a remote server, through remote references. With fine-grain CAD objects this architecture results in abysmal performance\(^1\) (especially over a WAN in a VE) unless applications are completely re-engineered.

Other attempts have used object-oriented databases, whose interface is appropriate to this application area. However OODBs are are not designed to be used across slow connections or across trust boundaries. Furthermore, each company in the VE is likely to have their own storage system; therefore a central database cannot be assumed.

2.2 B&C requirements

The foremost requirement is for a middleware layer that insulates application programmers from the complexities of distributed programming. However some network imperfections cannot be totally masked; much of our design effort has

\(^1\) See Section 5.1 for a performance comparison between remote invocation and PerDiS on CAD data.
been to make sure they only appear at clear, intuitive and coarse-grain boundaries.

This middleware should make it easy to share the common data of a building project. PerDiS fulfills these requirements by offering the simplest, most familiar API: a network-wide, persistent shared memory.

In B&c, collaboration follows an essentially sequential workflow between workgroups. People within a workgroup exchange a high volume of data with each other. There is a high degree of temporal and spatial locality within a workgroup. There is also some real concurrency, including write conflicts, which cannot be ignored; for instance working on alternative designs in parallel is common practice. Each of the workgroups is small, trusting, and typically located connected by a fast LAN. In contrast, different workgroups often belong to geographically-distant and mutually-distrusting companies, connected by slow, unreliable and sometimes intermittent WANs. These considerations justify the concept of a domain, explained in Section 3.1.

The data stored in the platform should inter-operate with different applications on different platforms. This requirement was satisfied in the PerDiS project by implementing an industry standard interface called SDAI. Implementing SDAI was made very easy thanks to the shared memory abstraction [13].

3 PerDiS basics

The PerDiS architecture is illustrated in Figure 1. The different processes isolate crucial platform functions from applications, and applications from one another. It uses peer-to-peer cooperative caching for best performance.

A node runs a single PerDiS Daemon (PD), and any number of application processes. Applications interact with PerDiS through an API layer, which interfaces to the User Level Library (ULL).
3.1 Domains

We make an essential distinction between two modes of operation: in-domain (i.e., within a workgroup, on a LAN) and inter-domain (e.g., between workgroups, or over a WAN).

A domain is a set of well-connected and mutually-trusting workstations. They share data using coherent caching and strong transactional semantics. A domain is designed for a fast LAN connection.

In contrast, the protocols between domains are designed for loosely-coupled interaction. Workgroups that distrust each other, those that interact infrequently, or those separated by a poor WAN connection, should be in separate domains.

Each domain has a gateway node responsible for interacting with off-domain servers. This gateway caches remote clusters and provides access to local clusters to remote domains.

3.2 Objects and Clusters

A PerDiS object is a sequence of bytes representing some data structure. Objects are opaque to the PerDiS platform, although the system stores a type descriptor for every object, and although its garbage collector is capable of following pointers in an object.

The memory is partitioned into coarse-grain structures called clusters. A cluster is a physical grouping of logically related objects. A cluster has a variable and unlimited size; clusters are disjoint.

When any object in a cluster is accessed at some site, the whole cluster is cached, supporting very fast, local access to all the objects of the cluster. A cluster is cached and possibly stored at all sites where it is in use, but each cluster has a designated home site storing its authoritative version. This was an application requirement for legal reasons.

An object in some cluster may point to some other object, either in the same cluster or in another one. The application program navigates the object graph from a root. See for instance Figure 2. A program might navigate from the root point in the leftmost cluster, executing for instance my_root->a->b->print(). This implicitly loads the corresponding cluster.
3.3 Caching and Replication

A PerDiS application always accesses the objects it needs in its local memory. This makes it easy for programmers unskilled in distributed systems to share information. Since furthermore data is cached in large chunks, this eliminates the remote access bottleneck. The system caches data lazily, i.e., only when an application accesses it. Caches at different sites cooperate to fetch the data that an application needs while minimising input-output operations.

The PerDiS API allows access at whatever granularity is most appropriate. (The default is to fetch a whole page into application memory on a page fault.) The application programmer may choose to access a small object at a time for greatest concurrency, or to access a whole range of adjacent objects in one go, for consistency. However the system mechanisms are coarse-grain: when an application requests access to a single byte, the whole enclosing cluster is opened and brought into the cache of the corresponding PD.

3.4 Transactions

PerDiS supports a broad range of transactional facilities, motivated by the application domain of cooperative engineering.

PerDiS provides different flavours of transactions: (i) classical pessimistic ACID (Atomic, Consistent, Isolated, and Durable); (ii) optimistic ACID; and (iii) check-out/check-in. Pessimistic concurrency control locks data while accessed, and holds on to a lock until the transaction terminates. Optimistic concurrency control will access data concurrently without locking; conflicts are detected through data versioning.

Check-out/check-in transactions control inter-domain sharing. (Domains were defined in Section 3.1.) When domain A needs data whose home site is in domain B, a gateway in domain A takes copies of the data for faster service and availability. The unit of inter-domain sharing is a project, a predefined set of clusters to be accessed together. A check-out transaction brings a project from its remote domain(s) into the current domain; it is cached on the local gateway. The clusters of the project can be manipulated and shared within the domain using the usual pessimistic or optimistic transactions. Finally a check-out transaction stores the updated clusters of the project in their respective home domains. The system detects at this point any potential conflicts. Currently it is up to the application to repair such conflicts.

3.5 Security

Protecting data in VEs is important, since partners in one project may be in competition for another one. Our security mechanisms [7] provide both access control and secure communication. Each cluster has an access control list indicating the access rights assigned a to a user’s role within a task. Secure communication uses public key schemes for signed data access requests, shared keys for encryption and a combination of the two for authentication of message originators.
4 Distributed memory management

4.1 Distributed Memory Management

The memory management (MM) state is recorded in data structures such as free lists, object tables, roots, etc., collectively called the MM meta-data. Meta-data constitutes a shared resource, which in a distributed system faces concurrency and consistency issues.

To avoid locking meta-data, we propose a new transaction model, called system transactions.

A system transaction is a sub-transaction (of a user transaction) that takes into account the semantics of its operation. The operation can either be applied immediately and undone if the transaction aborts, or delayed and redone when the transaction commits.

Consider for instance a top-level (application) transaction that creates a new cluster. This operation is executed in its local addressing space and within a system transaction. Only at commit time is the cluster is inserted in the global cluster list, under a short-term exclusive lock. If the transaction aborts, the cluster is never inserted in the list, and never becomes visible to other transactions. This delayed operation is safe because the order in the list is immaterial to the semantics of clusters. Note that this technique still works in a disconnected environment, where the insertions can safely be delayed until the network is reconnected.

In contrast, segment reservation cannot be delayed because two different segments must not have the same address. Creating a new segment reserves its address immediately (under a short locks to avoid blocking other transactions) and records it in an undo log. If the transaction aborts, the undo log cancels its reservations.

In both cases, the semantics of the operations in the system transaction is well-known; this technique cannot be generalised to arbitrary objects.

4.2 Distributed Garbage Collection (DGC)

Persistence in PerDis is based on reachability [3]. To decide whether an object is reachable is a difficult problem in a distributed and replicated environment. We use the Larchant distributed GC model and algorithm [9,14]. A DGC is modeled as a per-site constructive component, which identifies new pointers, a per-site destructive component, which identifies unreachable objects, and a distribution component, which ensures consistency of GC meta-data. Larchant posits five ordering rules that enforce a safe global ordering between mutation, data coherence, and GC components, such that a destructive GC never misses a reachable object. These rules are general enough to ensure safety of any distributed GC, whatever consistency model is used.

PerDis uses a novel algorithm for its distribution component [5,6], based on Goldberg’s hierarchical weighted reference counting [1]. This is a variation on
Weighted Reference Counting [4,16] where each node in the diffusion tree keeps an independent count of its children so to avoid weight underflow.

The Larchant rules impose that the constructive GC run before events that act on mutator updates. The simplest way to enforce this is to run it at transaction commit. However scanning the updates is expensive and introduces a bottleneck into the commit path. To diminish the impact on performance, we are currently moving the constructive GC out of the commit path, at the expense of more complex scheduling. It does not slow down the transaction commit anymore, and can run in parallel with local mutators, which are allowed to access the newly-committed data.

However, the constructive GC must finish before either the destructive GC or the coherence engine can access the newly-committed data. This impacts mutators on remote sites, which cannot access committed data immediately. In effect we have moved the (unavoidable) constructive-GC bottleneck from the transaction commit path to the remote communication path. The advantage is that local applications are not slowed down by it any more.

5 Application experience

Porting an application to the PerDiS platform requires data and code conversions, which are both relatively straightforward.

Code conversion can be done in several ways. The simplest is the following: (i) embed the application in a pessimistic transaction that uses default data access (see Section 3.3), (ii) open persistent roots, (iii) replace writes into a file with commit.

These simple modifications bring many gains. In particular, there is no more need for flattening data structures, explicit disk I/O, or explicit memory management. In addition, data distribution, transactions and persistence come for free. However concurrency is limited; more concurrency can be achieved, at the cost of a bigger programming effort, using explicit data access primitives, the different transaction types, non-serialisable access, etc.

5.1 CAD Rendering Application

This section presents our experience with a CAD rendering application. This application is relatively simple, yet representative of the main loop of a CAD tool. We compare the original, stand-alone version, with a Corba and a PerDiS version.

The stand-alone version has two modules. The read module parses an ASCII file and instantiates the corresponding objects in memory. The mapping module traverses the object graph to generate a VRML view, according to object geometry (polygons) and semantics (for instance, a load-bearing wall is colored differently from a partition). The object graph contains a hierarchy of high-level objects representing projects, buildings, storeys and staircases. A storey contains
rooms, walls, openings and floors; these are represented by low-level geometric objects such as polyloops, polygons and points.

In the Corba port, the read module is located in a server which then retains the graph in memory. The mapping module is a client that accesses objects remotely at the server. To reduce the porting effort, only four geometric classes were enabled for remote access. The port took two days. The code to access objects in the mapping module had to be completely rewritten. The functionality of this version is reduced with respect to the original since only geometric information is transmitted and the architectural semantics is lost.

In the PerDiS port, the read module runs as a transaction in one process and stores the graph in a cluster. The mapping module runs in another process and opens that cluster. The port took half a day.

The stand-alone version is approximately 4,000 lines of C++, in about 100 classes and 20 files. In the Corba version, only 5 of the classes were made remotely accessible, but 500 lines needed to be changed. In the PerDiS version, only 100 lines were changed.

Table 1 compares the three versions for various test sets and in various configurations. Compared to the stand-alone version, performance is low, but this is not surprising for a proof-of-concept platform. Compared to a remote-object system, even a mature industrial product, such as Orbix, the PerDiS approach yields much better performance.

The one-machine configuration is a Pentium Pro at 200 MHz running Windows NT 4.0. It has 128 Mbytes of RAM and 100 Mbytes of swap space. In the two-machine configuration for Corba, the server runs on the same machine as above. The client runs on a portable with a Pentium 230 MHz processor, 64 Mbytes RAM and 75 Mbytes swap space, running Windows-NT 4.0. In the two-machine configuration for PerDiS, both processes run on the first machine, whereas its home site is on the second one.

This experience confirms our intuition that the persistent distributed store paradigm performs better than an industry-standard remote-invocation system, for data sets and algorithms that are typical of distributed VE applications.

<table>
<thead>
<tr>
<th>Test</th>
<th>Dataset size SPF Polyobjects Loops</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>estb_1</td>
</tr>
<tr>
<td>2</td>
<td>estb0dc</td>
</tr>
<tr>
<td>3</td>
<td>estb0fon</td>
</tr>
<tr>
<td>4</td>
<td>demo225</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test</th>
<th>Orig</th>
<th>Pds1</th>
<th>Pds2</th>
<th>Cba1</th>
<th>Cba2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03</td>
<td>1.62</td>
<td>2.08</td>
<td>54.32</td>
<td>59.00</td>
</tr>
<tr>
<td>2</td>
<td>0.06</td>
<td>4.04</td>
<td>4.27</td>
<td>115.60</td>
<td>123.82</td>
</tr>
<tr>
<td>3</td>
<td>0.07</td>
<td>4.04</td>
<td>5.73</td>
<td>146.95</td>
<td>181.96</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>13.90</td>
<td>271.50</td>
<td>843.94</td>
<td>1432.11</td>
</tr>
</tbody>
</table>

Table 1. Rendering application. For each test set, we provide: (a) Name of dataset; size of SPF file (KB); number of SPF objects and of polyloop objects. (b) Execution times in seconds: original stand-alone version; PerDiS and Corba port, 1 and 2 nodes.
It also confirms that porting existing code to PerDiS is straightforward and provides the benefits of sharing, distribution and persistence with very little effort.

5.2 Standard Data Access Interface in PerDiS

The Standard Data Access Interface (SDAI) is an ISO standard API that allows CAD applications to access to a common store. The standard does not cover data distribution, multi-user access or security issues. In PerDiS we developed a late-binding implementation of the SDAI in C++. The code is about 50000 lines written with Microsoft Visual C++ environment and using the MFC (Microsoft Foundation Classes) containers.

This reader part of this module loads a SPF file and populates a SDAI model. The writer exports a SDAI model in a SPF file.

The first step was to port the container classes of MFC (CList, CString, CVector, CArray, CMap, and all the template containers). This porting took about 2 weeks, most of which was spent in understanding how MFC classes are implemented. The CString class was the most difficult: all its operators are overloaded to avoid duplicating the string array. To differentiate between a transient and persistent container, every element of a container is allocated in the same cluster as the container itself.

We then linked the SDAI layer with the persistent containers, with some minor modifications.

The SDAI implementation was a very positive experience. The PerDiS SDAI extends the standard, making it distributed and guaranteeing security. It showed that relatively complex, widely-used libraries such as MFC and SDAI can be ported with ease, once the original source code and the PerDiS model have been well understood. This vindicates our previous experience in porting the C++ Standard Template Library (STL). Any single-process application that uses either the STL or the MFC containers, or the SDAI, can be converted to a distributed, multi-user, persistent one simply by linking in our libraries.

5.3 Atlantis

Porting a real application to PerDiS is not always an easy task. The major difficulty occurs in legacy applications that contain their own implementation of the PerDiS facilities, such as persistence. We provide here some examples, that we discovered when porting Atlantis (a CAD tool provided by the PerDiS partner IEZ).

When an application is conceived without support for automatic persistence the programmer explicitly saves objects to disk. Later, when those objects are read from disk in order to be accessed again, new instances are created and initialized with the values read from disk. With this mechanism, the constructor is invoked each time an object is read from disk. Note that this constructor

---

invocation does not occur in PerDiS; it is invoked only when the object is created and not when mapped into memory from disk.

In legacy applications with no automatic persistence support programers usually split objects into persistent and temporary, i.e. those that do not have to be saved on disk when the application ends. In PerDiS it is not necessary to make such a distinction. An object is saved to disk if it is reachable from the persistent root. So, if you have an application with “temporary objects”, you will have to ensure that they are not reachable from the persistent root; otherwise, they will be saved to disk. This leads to decreased performance and to unnecessary disk occupation.

6 Platform assessment

A detailed assessment of the platform has been produced [12]. The main conclusions are reproduced hereafter.

6.1 Qualitative assessment

The distributed shared memory model of PerDiS is a simple paradigm that appeals to application developers. For the targeted application domain, it is much more intuitive than alternatives such as relational database or remote invocation. It frees users from explicit decisions about object persistence, and simplifies considerably the porting of legacy applications.

The distribution model of PerDiS makes it easy to distribute data. Furthermore the granularity of distribution is selectable, which makes it superior to fine-grain systems such as DCOM or Corba. At first access, a large granule is cached locally; further accesses are local, which improves execution time over Corba by a factor of 5 (for 40K objects), of memory by a factor of 15 (for 10K objects). The drawback is that currently the application must specify object groupings manually.

The current implementation has known limitations. Currently the system is very homogeneous, lacking a data translation layer, object relocation (“pointer swizzling” [10]), and support for the evolution of shared classes. In order to correct these shortcomings, a system for extracting type information from binary files was developed [11] but was never integrated in the platform for lack of time.

6.2 Quantitative assessment

We have done quantitative assessments of several aspects of the PerDiS platform. Some were documented in earlier sections of this paper; here we focus only on general performance.

The experimental conditions are the following: PerDiS platform version 6.1, compiled in release mode (i.e., compiler optimisations on, debugging information off). We used workstations with a Pentium II 300 MHz CPU, 128 MB of memory, and running NT 4.0. We measured and profiled the the most commonly-used
API calls. We include here the numbers for the transaction creation primitive
new\text{\_}transaction, the commit and abort primitive end\text{\_}transaction and an end-to-
end benchmark that allocates 1000 objects within a transaction. (All transac-
tions measured are pessimistic.) For brevity we comment only on the first set of
numbers.

Figure 3 (a) shows the execution time breakdown to start a new transaction.
57\% of the time, marked “Read from PD & Send data to PD,” is spent commu-
nicating with the PD through TCP/IP sockets (on the same machine). The
amount of data sent is small, and sending data involves no wait for the ULL.

When the ULL reads data from the PD, it can either be actually reading
data from the socket, or waiting for the PD to complete an operation before
returning a value. In this latter case, it blocks in a function called wait\text{\_}for\text{\_}reply,
whereas reading functions – the former case – do not block but actually read
data from the socket. So, the time spent by the PD to perform its tasks is almost
equal to the time spent by the ULL in wait\text{\_}for\text{\_}reply.

In all the tests we performed, the ULL spent only a few more milliseconds in
wait\text{\_}for\text{\_}reply than in the function reading from the socket. This shows that
reading from the socket accounts for half of the communication time induced
by a new\text{\_}transaction call. Consequently, the tasks taking most of the execution
time are the ones heavily communicating with the PD.

The basic security checks and the start of the system transaction are the
most expensive tasks performed in the ULL for the start of a new transaction. A
glance at the code shows that these two tasks are not overwhelmingly complex;
therefore, most of the time is spent in communication and, more generally, in system
calls.

11\% of the total execution time of this primitive is spent in miscellaneous such
as internal data handling (e.g. constructors and destructors, list handling...),
that account for less than 1% each. These calls are almost inherent to C++ programming, and are unavoidable.

In summary, the PerDiS platform must be evaluated for what it is, i.e., a research platform. Its main focus is testing a novel approach to sharing data in the Internet: testing new paradigms, assessing feasibility, and evaluating their cost. Performance was not the primary focus, but having demonstrated feasibility of our ideas, performance becomes essential to their acceptability. The PerDiS model is feasible, but there is much room for performance improvement. Some research issues related to performance are still open, such as memory management, and transactional support.

6.3 Lessons learned

An important issue in the design of PerDiS was to balance two conflicting requirements:

1. A simple, transparent, uniform interface, to make it easier for applications to use distribution and persistence.
2. Powerful control of, and feedback from, the distributed architecture, in order to handle the complexities and imperfections of a large distributed system.

It is not possible to maintain complete transparency in a large-scale system: failures, latency, and locality cannot (and should not) be masked. A major design issue is where such problems are made visible to the application. In a fine-grain system, the answer is “anywhere”: when accessing any object, when making any call.

In contrast, a major result of PerDiS is its dual-granularity design. A PerDiS application is written in terms of the application’s native, fine-grain objects, which are simply mapped into the PerDiS memory, where they can be invoked. Fine-grain entities are grouped into coarser-grain ones, which the application can control. For instance objects are grouped into clusters; an application will never encounter a problem when accessing an individual object, although it might get one when first opening its cluster. Similarly, invocations are grouped into transactions; problems occur only at the well-defined transaction boundary. Two more coarse-granularity entities are of interest to the programmer, the domain (Section 3.1) and the project (Section 3.4).

The PerDiS architecture distinguishes between local (within a domain) and inter-domain operation. As argued earlier, this answers both application requirements (tighter coupling within a work group) and system constraints: latency, security, availability, administrative are all different on a WAN. It would be a simple to extend this architecture to more hierarchy levels if there was a need.

To summarise, whereas an application deals mostly with fine-grain entities, the PerDiS platform deals with large granularities. This dual fine-grain/coarse-grain model is essential to the success and scalability of PerDiS and has a number of advantages:

1. Accessing a cluster provides implicit data pre-fetch, making future accesses much faster.
2. Expensive system calls are made infrequently.
3. A relatively small number of clusters is more manageable than an immense
   sea of objects.
4. Optimisation opportunities such as sharing pages between processes.
5. Adapting mechanisms to needs and costs: protocols within a domain are
   cheaper than across domain boundaries.
6. The failure model is simplified, because failure can occur only at coarse-grain,
   well-understood boundaries.

   Experience confirms that our transactional design effectively combines iso-
   lation and co-operation in a wide-area loosely coupled environment. PerDiS trans-
   actions have the flexibility to adapt to a more strict and connected environment
   or to a typical Internet environment. Many of the transactional features intro-
   duced in PerDiS were aimed at that goal: combining optimistic and pessimistic
   transactions, allowing multiple locking modes, using a multi-version store which
   ensures data availability for remote clients and providing notifications of impor-
   tant transactional events.

   We conclude that the main design choices have been validated. All the aspects
   of sharing data are combined into a uniform and simple API, including data
   access transparency, persistence and distribution. The approach eases the port
   of existing applications (within the limits of the targeted domain) and makes
   writing new distributed applications very easy. Some limitations remain, some
   that can be solved with better engineering, some that remain open research
   issues.

7 Conclusion

The PerDiS platform is fully functional and freely available on our Web site. It
supports a number of representative applications. Our experience is that porting
to PerDiS, or writing an application for PerDiS, is a relatively easy and pain-
less way to get persistence and distribution. The current version is a research
prototype; its main purpose was to demonstrate the viability of the approach.
It embodies 18 man-years of research and development. Although it has a num-
ber of limitations, using it can save your own project that amount of work.
Furthermore the source is freely available for others to re-use and improve.

PerDiS has a number of distinct advantages over competing approaches. It
has a familiar memory interface. Its dual-granularity approach combines the best
features of an intuitive, object-oriented access at the application programming
language level, and simple, efficient, coarse-grain system mechanisms. In a large-
scale distributed system, where network problems cannot be totally masked, one
major advantage of coarse granularity is the simplified failure model: an applica-
tion can be exposed to a failure only at a cluster or a transaction boundary.

Domains are another important PerDiS coarse-grain structure. They provide
a mechanism for limiting the scope of expensive network operations such as cache
coherence or two-phase commit. Coupled with projects they provide a way to
quickly set up a new VE.
Another key factor in scalability of PerDiS is the widespread use of optimistic techniques such as optimistic and check-out/check-in transactions. Optimistic techniques are also used in other areas such as caching, security and garbage collection algorithms.

Our experience points out some interesting open issues. The direct mapping of objects into application memory is a considerable simplification, but the current model is too restrictive. Users (although happy with the shared memory abstraction) have asked us to provide different views of the same data. This would be useful for sharing data between very different applications, languages, or storage systems; it also integrates into a single coherent framework some of the needs from swizzling, security, versioning, and schema evolution. In the near future we will integrate pointer swizzling, but more general, application-specific transformations are needed, such as masking information to some users, changing measurement units, presenting the same information in different formats, or evolving class definitions. This is an area of active future research.

Another fundamental research problem is reconciliation. In a large-scale network divergence of replicas is a fact of life. Currently PerDiS detects diverging replicas and lets applications repair after the fact. Although reconciliation depends on data semantics (and indeed is not even always possible) we are trying to have the system take some of the burden and simplify the application’s task [15].
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