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Abstract: Replicated information raises the major issue of consistency. We have developed a simple, formal framework, in order to better understand and compare consistency properties of replication protocols. The framework is both formal and implementable. Our language is simple enough to prove interesting properties, yet sufficiently powerful to specify diverse systems.

In our model, each site maintains its local view of data, of actions to execute, and of the constraints that define legal execution schedules. Adding actions increases the number of possible schedules; adding constraints reduces scheduling non-determinism. We exhibit significant subsets of actions that are progressively more determined and show a number of useful properties. The system is consistent if every action is eventually scheduled and local executions converge. We compare different possible formulations of the consistency property and prove them to be mutually equivalent. This underscores the deep commonalities between diverse protocols. One of our formulations can be used to characterise consistency in partially replicated systems, i.e., where a site has visibility of only a subset of data, actions and constraints. Finally, we show how a number of protocols from the literature are modeled in the action-constraint framework.

1 Introduction

In a distributed system, information is often replicated, but since a site's view of remote state is partial and possibly stale, consistency is a major issue. Despite the large variety of replication protocols [18], we lack a common framework for understanding and comparing them. It is especially difficult to reason about optimistic systems and about partial replication.

This paper presents such a framework, based on actions, i.e., reified operations, and constraints, i.e., reified invariants that the system is responsible for maintaining. Our constraints are very simple and have been implemented efficiently. Specification of a replicated system is modular in that users, applications, objects, and protocols each contribute some part of the constraints.

Within this framework, we identify the significant building blocks that are common to all replication protocols. We study several properties relevant to consistency in protocols. We give a precise meaning to the intuitive concepts underlying consistency, and to consistency itself. We compare four different formulations of consistency, including Eventual Consistency from the literature, and Mergeability, a generalisation of serialisability. We show that they are all mutually equivalent. We extend the Mergeability conditions to encompass partial replication. The Mergeability formulation clarifies that in the general case, consistency entails consensus; however we study sufficient conditions for consistency that can be evaluated locally, and describe a new protocol based on this insight. Furthermore, we model and we prove the consistency properties of diverse kinds of protocols from the literature: a timestamped-write protocol, serialisable transactions, and a partial replication transaction protocol.

At a deep level, all consistent replication algorithms are equivalent since they
are based on the same primitives and satisfy the same formal properties. They differ mainly by the subset of the constraint repertoire that they use and by the transition rules.

The paper proceeds as follows. Section 2 provides a high-level overview. Then we review the main data structures and their properties in Section 3. Then we move on to how a replicated system and consistency in Section 4. Partial replication is the topic of Section 5. Section 6 applies our approach to some protocols from the literature. Section 7 compares with related work, and Section 8 contains conclusions and suggestions for future work.

2 Overview

This section overviews of our approach informally (later sections define all the terms precisely). The main objects are actions, or refined operations, and constraints, which constrain scheduling. Each site maintains a local view of known actions and constraints, called the site’s multilog.\(^1\) A site’s multilog evolves as local clients submit actions and constraints, and as it receives remote multilog contents. The current local state is the result of running a valid schedule computed from the current local multilog. Adding actions increases the number of possible schedules; adding constraints reduces the scheduling non-determinism.

Constraints are of two types: ordering (\(\rightarrow\)) and implication (\(\Rightarrow\)). One might imagine other useful constraint types; what we have is both sufficiently simple to prove useful properties and sufficiently powerful for our current purposes. Our choice of constraints enables the implementation of an efficient, optimising scheduler [15].\(^2\) The same constraint language specifies invariants at different

---

\(^{1}\)A log is an ordered record of local actions [9]. A multilog is unordered, contains actions from several sites, and also contains constraints.

\(^{2}\)The present choice of constraints does not support dynamic data dependencies, whereby
levels: user intents, for instance “run action $\beta$ only if $\alpha$ succeeds,” data semantics, for instance “action $\alpha$ and $\beta$ mutually exclude each other” (conflict), and replication protocol decisions, such as “serialise action $\alpha$ before $\beta$.”

Figure 1 shows some example constraints. The user has ensured that the three actions $\alpha$, $\beta$ and $\gamma$ will either execute or non-execute atomically with cycle $\alpha \triangleright \beta \land \beta \triangleright \gamma \land \gamma \triangleright \alpha$. Action $\delta$ depends causally upon $\epsilon$, shown by $\epsilon \rightarrow \delta \land \delta \triangleright \epsilon$. Actions $\epsilon$ and $\zeta$ conflict; the cycle $\epsilon \rightarrow \zeta \land \zeta \rightarrow \epsilon$ ensures that they mutually exclude each other. We have described practical applications and systems using constraints elsewhere [15, 20].

A replication protocol propagates actions and constraints to the different sites in a manner described by transition rules written in first-order logic. Furthermore, the protocol may decide to add constraints to ensure consistency. For instance, to ensure once and for all that action $\epsilon$ is executed, it would add $\text{INIT} \triangleright \epsilon$ to some local multilog. Before deciding, the protocol might negotiate between sites (in this example, to choose between executing $\epsilon$ or $\zeta$); our model does not directly deal with this negotiation, modeled as temporary non-determinism and/or as protocol-specific transition rules.

Multilogs grow monotonically: once added, an action or constraint is never removed. Hence, only irrevocable decisions appear as constraints (this simplifies the logic, and anyhow, revocable information does not contribute to correctness).

3 The data structures and their properties

We define the different data structures used in the formalism and study their properties. This section makes no reference to sites or to time; these will be added later on.

3.1 Actions and schedules

An action is an instance of an arbitrary operation (which can read or write shared data) with its parameters. Once submitted, an action does not change. Actions are application-specific and not interpreted by our framework. Actions are assumed deterministic: executing the same action twice from the same state has the same result.

We note $A$ the (finite) set of actions $\{\alpha, \beta, \gamma, \ldots\}$. We distinguish a special action $\text{INIT}$. To $\alpha$ corresponds the non-action noted $\overline{\alpha}$, a placeholder with no effect.

A schedule is an ordered set of actions and non-actions that starts with $\text{INIT}$:

**Definition 1 (Schedule)** A schedule $S = (L, <_S)$ consists of a set of actions $L \cup \{\text{INIT}\}$, where $L \subseteq A$, a mapping from $L$ to $\{0, 1\}$, and a strict total order $<_S$, where $\text{INIT} <_S x$ for all $x \in L$.

An action can fail if the shared state violates some arbitrary predicate. We can express the fact that action $\alpha$ fails and cannot be scheduled, by setting $\alpha \rightarrow \alpha$, but the dynamic dependency is lost. We discuss alternatives in Section 8.
The intuition is the following. $L$ is a set of actions available for scheduling. Depending on factors to be explained shortly, the system orders the actions $\alpha \in L$ and and chooses, for each one, whether to execute it (mapped to 1, action $\alpha \in S$) or to non-execute it (mapped to 0, non-action $\overline{\alpha} \in S$). Hence our notations:

$$\begin{align*}
\alpha &\in S & \alpha \text{ executes in } S \\
\overline{\alpha} &\in S & \alpha \text{ non-executes in } S \\
S &= \lambda \alpha \mu
\end{align*}$$

$sched(\alpha, S)$ iff $\alpha \in L$ $\alpha$ is scheduled in $S$

where $\lambda$ and $\mu$ are arbitrary sequences (possibly empty) of actions and non-actions.

The schedule containing only INIT is called the empty schedule. All other schedules are non-empty.

Let us note as $\alpha \cdot op$ the operation corresponding to action $\alpha$, and the initial state as $\epsilon$. The state after executing $S = INIT \alpha \beta \gamma$ is $State(S) = \gamma \cdot op(\beta \cdot op(\alpha \cdot op(\epsilon)))$.

Most actions commute with one another, i.e., the result of $State(S \alpha \beta) = State(S \beta \alpha)$ for any $S$. The non-commutativity property indicates this is not the case:

**Definition 2 (Non-Commutativity)** The non-commutativity relation $\leftrightarrow$ is defined over $A \times A$. Two actions $\alpha$ and $\beta$ do not commute iff the result of $\alpha \beta$ may differ from $\beta \alpha$:

$$\alpha \leftrightarrow \beta \triangleq \exists S \text{ such that }$$

$$(S \alpha \beta \neq \bot \lor S \beta \alpha \neq \bot)$$

$$\land S \alpha \beta \neq S \beta \alpha$$

A non-action has no effect: $\forall \alpha \in A, \forall S : State(S \overline{\alpha}) = State(S)$. It commutes with every action or non-action.

Two schedules are equivalent if they execute and non-execute the same actions, and non-commuting actions execute in the same order in both.

**Definition 3 (Schedule Equivalence)** Schedules $S$ and $T$ are equivalent, if and only if they contain the same actions and non-actions, and non-commuting actions execute in the same order:

$$S \equiv T \iff (\forall \alpha \in A : \alpha \in S \iff \alpha \in T \land \overline{\alpha} \in S \iff \overline{\alpha} \in T)$$

$$\land (\forall \alpha, \beta \in A : \alpha \leftrightarrow \beta \land \alpha \in S \land \beta \in S \implies (\alpha <_S \beta \implies \alpha <_T \beta))$$

This is an equivalence relation over schedules. This definition of equivalence is stronger than necessary but sufficient for our purposes.
3.2 Multilogs and constraints

A multilog is a data structure containing actions and constraints. A schedule is sound if it is safe with respect to the contents of some multilog. We define constraints formally herein as a relation between actions in a schedule.

A site’s local view of the global state is a distinguished multilog, the site-multilog; it executes some site-schedule computed from the site-multilog.

Formally, a multilog is a data structure \( M = (K, \to, \succ) \) where:

- \( K \subseteq A \) is a set of actions,
- \( \to \) (the Before constraint) is a relation over \( A \times A \) (not acyclic, nor reflexive, nor transitive),
- \( \succ \) (the MustHave constraint) is a transitive and reflexive relation over \( (A \cup \{\text{INIT}\}) \times (A \cup \{\text{INIT}\}) \).

\( K \) is called the set of actions known in \( M \), and \( \to \) and \( \succ \) together are called the constraints known in \( M \). The set of all multilogs is noted \( \mathcal{M} \).

Both constraint types are relations between two actions and a schedule. \( \to \) represents an ordering constraint on schedules: if \( \alpha \to \beta \) then \( \alpha \) may never follow \( \beta \) in any schedule. \( \succ \) is an implication constraint: if \( \alpha \succ \beta \), then executing \( \alpha \) implies to execute also \( \beta \).

**Definition 4 (Well formed schedules)** Schedule \( S = (L, <_S) \) is well formed with respect to multilog \( M = (K, \to, \succ) \) if all actions known in \( M \) are scheduled, and only those, i.e., if \( L = K \).

**Definition 5 (Sound schedules and sound multilogs)** \( S \) is \( \to \)-sound with respect to \( M \) iff it is well formed and it obeys \( M \)'s Before constraints: \( \forall \alpha, \beta \in A: \alpha \to \beta \implies (\alpha \in S \land \beta \in S \Rightarrow \alpha <_S \beta) \).

\( S \) is \( \succ \)-sound if it is well formed and obeys \( M \)'s MustHave constraints: \( \forall \alpha, \beta \in A: \alpha \succ \beta \implies (\alpha \in S \Rightarrow \beta \in S) \).

Schedule \( S \) is sound with respect to \( M \) if it is both \( \to \)-sound and \( \succ \)-sound. The set of sound schedules with respect to \( M \) is noted \( \Sigma(M) \).

A multilog \( M \) is sound iff it can generate a sound schedule, i.e., iff \( \Sigma(M) \neq \emptyset \).

For instance, the multilogs \( (\{\alpha\}, \emptyset, \{\text{INIT} \succ \alpha\}) \) and \( (\{\alpha\}, \{\alpha \to \alpha\}, \emptyset) \) are both sound, whereas \( (\{\alpha\}, \{\alpha \to \alpha\}, \{\text{INIT} \succ \alpha\}) \) is not.

**Lemma 1** If \( S \) is a sound schedule: \( \alpha \succ \beta \implies (\beta \in S \Rightarrow \alpha \notin S) \).

**Proof:** By contradiction: Assume \( \beta \in S \) and \( \alpha \in S \). Then \( \beta \in S \); but then \( S \) is not a schedule, a contradiction.
3.3 Extension and union of multilogs

A multilog $M' = (K', \rightarrow', \triangleright')$ extends $M = (K, \rightarrow, \triangleright)$, noted $M \subseteq M'$, if all known actions and constraints of $M$ are in $M'$: $(K \subseteq K') \land (\rightarrow \subseteq \rightarrow') \land (\triangleright \subseteq \triangleright')$. The extends relation is a partial order over $M$.

We define a union operation over multilogs.

**Definition 6 (Multilog union)** Let $M_1 = (K_1, \rightarrow_1, \triangleright_1)$, $M_2 = (K_2, \rightarrow_2, \triangleright_2)$ and $M = (K, \rightarrow, \triangleright)$. The union operation is defined by:

$$
M = M_1 \cup M_2 : \begin{cases}
K = K_1 \cup K_2 \\
\rightarrow = (\rightarrow_1 \cup \rightarrow_2) \\
\triangleright = (\triangleright_1 \cup \triangleright_2)
\end{cases}
$$

The notation $M \cup K'$ (where $K' \subseteq A$) is used as shorthand for $M \cup (K', \emptyset, \emptyset)$. Similarly, $M \cup \{\alpha \rightarrow \beta\}$ is shorthand for $M \cup (\emptyset, \{\alpha, \beta\}, \emptyset)$, and $M \cup \{\alpha \triangleright \beta\}$ is shorthand for $M \cup (\emptyset, \emptyset, \{\alpha, \beta\})$.

For any multilogs $M_1$ and $M_2$, it is the case that $M_1 \subseteq M_1 \cup M_2$. Note that the union of sound multilogs is not necessarily sound.\(^3\)

3.4 Equivalence of multilogs; congruence

**Definition 7 (Equivalent Multilogs)** Two multilogs are equivalent if they generate the same set of sound schedules. $M_1 \equiv M_2$ iff $\Sigma(M_1) = \Sigma(M_2)$

**Lemma 2 (Multilog Equivalence and $\triangleright$, $\rightarrow$)** Suppose $M = (K, \rightarrow, \triangleright)$. Then the following are true:

1. $M \equiv M \cup \alpha \triangleright \alpha$
2. If $\alpha \triangleright \beta$ and $\beta \triangleright \gamma$, then $M \equiv M \cup \alpha \triangleright \gamma$.
3. If $\alpha \rightarrow \beta$ and $\beta \rightarrow \gamma$ and $\triangleright \beta \triangleright \beta$, then $M \equiv M \cup \alpha \rightarrow \gamma$.

The proof is left to the reader.

Although Before is not transitive in general, intermediate guaranteed actions make it transitive: If $\alpha \rightarrow \beta$ and $\beta \rightarrow \gamma$ and $\beta \in \text{Guar}(M)$ then $\alpha \rightarrow \gamma$.

**Definition 8 (Congruence)** A equivalence relation $R \subseteq M \times M$ on multilogs is said to be a congruence if: whenever $M \triangleright M'$ then for all extensions $E$, $(M \cup E) \triangleright (M' \cup E)$.

**Lemma 3** Multilog equivalence $\equiv$ is a congruence.

This means that we can replace a multilog by an equivalent multilog at any time because no present or future decision can be affected. To simplify upcoming proofs we identify $M$ and its equivalence class.

---

\(^3\)Remember we are identifying a multilog with its equivalence class. So $M \subseteq M'$ really means that there exists $M'' \equiv M'$ such that $(K \subseteq K') \land (\rightarrow \subseteq \rightarrow') \land (\triangleright \subseteq \triangleright')$.  
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3.5 Significant subsets

In general, when an action is first submitted, it is not known whether it will execute nor in what order, as this will be decided later during the execution of the replication protocol. For instance actions can be aborted and reordered [7, 22]. This uncertainty is represented in our framework as non-deterministic scheduling. Eventually however the status of each action becomes more determined as constraints are added. Note that constraints are irrevocable.\footnote{This simplifies the logic, and besides, revocable information would not contribute to correctness.}

The **significant subsets** in Definition 9 contain actions whose scheduling is partially or completely determined, and constitute the basic building blocks of any replication protocol.

**Definition 9** The significant subsets of $M$ are the following:

- **Guaranteed**: $\text{Guar}(M)$ is the smallest set satisfying: (1) $\text{INIT} \in \text{Guar}(M)$. (2) $\forall \alpha \in A : \text{if } \alpha \in \text{Guar}(M) \text{ and } \alpha \triangleright \beta$, then $\beta \in \text{Guar}(M)$.
- **Dead**: $\text{Dead}(M)$ is the smallest set satisfying: (1) $\forall \alpha \in A : \text{if } \beta_1, \ldots, \beta_m \in \text{Guar}(M)$, where $m$ is any natural integer, and $\alpha \rightarrow \beta_1 \rightarrow \ldots \rightarrow \beta_m \rightarrow \alpha$, then $\alpha \in \text{Dead}(M)$. (2) $\forall \alpha \in A : \text{if } \beta \in \text{Dead}(M) \text{ and } \alpha \triangleright \beta$, then $\alpha \in \text{Dead}(M)$.
- **Serialised**: $\text{Serialised}(M) \overset{\text{def}}{=} \{ \alpha \in A | \forall \beta \in A, \alpha \leftrightarrow \beta \Rightarrow \alpha \rightarrow \beta \triangleright \alpha \vee \beta \in \text{Dead}(M) \}$
- **Decided**: $\text{Decided}(M) \overset{\text{def}}{=} \text{Dead}(M) \cup (\text{Guar}(M) \cap \text{Serialised}(M))$
- **Stable**: $\text{Stable}(M) \overset{\text{def}}{=} \text{Dead}(M) \cup \{ \alpha \in \text{Guar}(M) \cap \text{Serialised}(M) | \forall \beta \in A : \beta \rightarrow \alpha \Rightarrow \beta \in \text{Stable}(M) \}$

An action becomes *guaranteed* or *dead* when it is irrevocably executed or non-executed, respectively. It becomes *serialised* when irrevocably ordered with respect to non-commuting, non-dead actions. These two transitions can occur in any order.

Once it is either dead, or both guaranteed and serialised, it is said *decided*: both its execution or non-execution status and its ordering relative to other actions are final. An action is *stable* when either dead, or guaranteed and all its predecessors are themselves stable. (We shall prove, in Section 4.3, that decided actions eventually become stable.) Stability means that the outcome of the action will never change. In a practical implementation, stable actions can be garbage-collected from multilogs.

### 3.5.1 Guaranteed and dead actions

We consider a multilog $M = (K, \rightarrow, \triangleright)$ and the associated sound schedules $\Sigma(M)$, and some multilog $M'$ that has the same constraints. An action is
guaranteed iff it executes in every sound schedule of any $M'$, and dead iff it executes in no sound schedule of any $M'$.

**Theorem 1** Consider a multilog $M = (K, \to, \triangleright)$. If $M$ is sound:

- $Guar(M) = \{\alpha \in A \cup \{Init\} \mid \forall K' \subseteq A, \forall S \in \Sigma(M') : \alpha \in S\}$, where $M' = (K', \to, \triangleright)$.
- $Dead(M) = \{\alpha \in A \mid \forall K' \subseteq A, \forall S \in \Sigma(M') : \alpha \notin S\}$, where $M' = (K', \to, \triangleright)$.

Note how these subsets are characterised by the known constraints, and are independent of known actions. Proof of the first equality is left as an exercise for the reader. The second proof follows.

**Dead = not executed** We wish to prove that, if $\alpha$ is not executed in any sound schedule, then $\alpha \in Dead(M)$. By contradiction: assume $\alpha \notin Dead(M)$.

Also assume $\forall K' \subseteq A, \forall S \in \Sigma(M') : \alpha \notin S$, where $M' = (K', \to, \triangleright)$. For $\alpha \notin K'$ nothing can be concluded. However, for $\alpha \in K'$ the above is equivalent to $\forall S \in \Sigma(M') : \overline{\alpha} \in S$. Choose one such $K'$ and one such $S$. We can write $S = \lambda \overline{\alpha} \mu$. Since $\alpha \notin Dead(M)$ then for every cycle $\alpha \rightarrow \beta_1 \rightarrow \ldots \rightarrow \beta_m \rightarrow \alpha$, there exists $i$ such that $\beta_i \notin Guar(M)$. If $\beta_i$ is in $\lambda$, let $\lambda'$ be the same as $\lambda$ with $\beta_i$ replaced with $\overline{\beta_i}$, and equal to $\lambda$ otherwise. Similarly for $\mu$. Let $S' = \lambda' \alpha \mu'$. Since $S$ is $\to$-sound, $S'$ is also. Furthermore, since $\alpha \notin Dead(M)$ and $S$ is $\triangleright$-sound, $S'$ is also $\triangleright$-sound. Conclusion: $S'$ is sound, a contradiction.

QED

If the multilog is sound, a guaranteed action must be known: $Guar(M) \subseteq K$.

To make some action $\alpha$ become guaranteed, it is sufficient to add the constraint $Init \triangleright \alpha$.

**Lemma 4** (Guaranteed and Dead sets are disjoint) $M$ is a sound multilog if and only if no action is both guaranteed and dead: $\Sigma(M) \neq \emptyset \iff Guar(M) \cap Dead(M) = \emptyset$.

**Proof:**

($\Rightarrow$) By contradiction. Consider schedule $S \in \Sigma(M)$. Consider action $\alpha \in Guar(M) \cap Dead(M)$. Since $\alpha \in Guar(M)$, then $\alpha \in S$. Since $\alpha \in Dead(M)$, either $\alpha \rightarrow \beta_0 \rightarrow \ldots \rightarrow \beta_m \rightarrow \alpha$ (where the $\beta_i$s are guaranteed), or $\exists \beta \in Dead(M) : \alpha \triangleright \beta$ such that $\beta \rightarrow \beta$. In the other case, $S$ is not sound, a contradiction.
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(⇐) Assume \( \text{Guar}(M) \cap \text{Dead}(M) = \emptyset \). Hence \( \forall \alpha \in A : \text{INIT} \triangleright \alpha \Rightarrow \neg(\alpha \rightarrow \alpha) \land \forall \beta \in \text{Dead}(M) - (\alpha \triangleright \beta) \). Construct a schedule \( S \) that executes only guaranteed actions: \( \alpha \in K \setminus \text{Guar}(M) \Rightarrow \exists \beta \in S. \) Order \( S \) according to \( \triangleright \). This is possible since we just assumed there are no cycles of \( \rightarrow \) and that \( \triangleright \) can be satisfied. Furthermore, \( S \) is closed for \( \triangleright \). Hence \( S \) is sound, and \( \Sigma(M) \neq \emptyset \).

QED

**Lemma 5 (→ must be acyclic in \( \text{Guar}(M) \))** \( M \) is a sound multilog if and only if there is no cycle of \( \rightarrow \) where all actions are guaranteed: \( \Sigma(M) \neq \emptyset \iff \beta \alpha_1, \ldots, \alpha_n, n > 0 : \alpha_1, \ldots, \alpha_n \in \text{Guar}(M) \land \alpha_1 \rightarrow \ldots \rightarrow \alpha_n \rightarrow \alpha_1. \)

The proof is immediate, from Lemma 4.

It follows that \( \alpha \rightarrow \alpha \Rightarrow \alpha \in \text{Dead}(M) \). To make an action \( \alpha \) become dead, it is sufficient to add the constraint \( \alpha \rightarrow \alpha \).

**Lemma 6 (→ Acyclic implies Sound)** If the relation \( \rightarrow \) is acyclic, \( \text{Dead}(M) = \emptyset \). Then \( M \) is sound.

**Proof:** The property \( \text{Dead}(M) = \emptyset \) derives from the definition of the dead set. If \( \text{Dead}(M) = \emptyset \) then \( \text{Guar}(M) \cap \text{Dead}(M) = \emptyset \), or (according to Lemma 4) \( M \) is sound.

It may tempting to conclude that if all actions commute, this implies soundness. However this is not true, because even commuting actions may be ordered by \( \rightarrow \). Here is a counter-example: suppose \( \alpha \) and \( \beta \) commute, they are both guaranteed, and \( \alpha \rightarrow \beta \land \beta \rightarrow \alpha \).

Another tempting conjecture is that a multilog is sound if all cycles of \( \rightarrow \) contain a dead action. This is untrue because, if the multilog is unsound, a dead action might also be guaranteed, as in the following counter-example: \( \langle \{ \alpha \}, \{ \alpha \rightarrow \alpha \}, \langle \text{INIT} \triangleright \alpha \} \rangle \).

**Theorem 2** Consider some multilog \( M \in M \). For any multilog \( M' \in M \) that extends it (\( M \subseteq M' \)) the following properties are true:

- \( \text{Guar}(M) \subseteq \text{Guar}(M') \)
- \( \text{Dead}(M) \subseteq \text{Dead}(M') \)
- \( \text{Serialised}(M) \subseteq \text{Serialised}(M') \)
- \( \text{Decided}(M) \subseteq \text{Decided}(M') \)
- \( \text{Stable}(M) \subseteq \text{Stable}(M') \)
- \( \Sigma(M) = \emptyset \Rightarrow \Sigma(M') = \emptyset \)

If follows that if \( M \) is not sound, \( M' \) remains unsound.

The proof is left as an exercise to the reader.
3.5.2 Serialised and decided actions

An action is \textit{serialised before} another if the former always executes before the latter (in any schedule where they both execute). Serialisation is defined only between non-commuting actions: if $\alpha \leftrightarrow \beta$, action $\alpha$ is serialised before $\beta$ if and only if $\alpha \rightarrow \beta$ (remember that we identify a multilog with its equivalence class).

Note that the “serialised before” relation is not transitive nor anti-symmetric; indeed it is possible to have both $\alpha \rightarrow \beta$ and $\beta \rightarrow \alpha$.

A non-dead action $\alpha$ is \textit{serialised in $M$} if it is ordered relative to all non-commuting actions that execute. Once the status of an action cannot change, i.e., once it is guaranteed/dead and (if guaranteed) serialised, it is said \textit{decided}.

3.6 Prefixes

We study several kinds of prefixes. A simple prefix schedule conforms to the intuitive definition. A strong prefix is a prefix of all sound schedules of a multilog. A monotonic strong prefix remains a strong prefix of all extensions of its defining multilog.

$P$ is a prefix of sound schedule $S \in \Sigma(M)$, noted $P \ll S$, iff common non-commuting actions are in the same order, and additional actions of $S$ come after those of $P$.

Formally:

\textbf{Definition 10 (Prefix of a schedule)} Consider some multilog $M \in M$, a schedule $S = (L, <_S)$ where $S \in \Sigma(M)$, and another schedule $P = (J, <_P)$.

\begin{align*}
P \ll S & \overset{\text{def}}{=} \forall \alpha, \beta \in A : \notag \\
& \quad \alpha \in P \Rightarrow \alpha \in S \\
& \quad \land \alpha \in P \land \beta \in P \land \alpha \leftrightarrow \beta \land \alpha <_P \beta \Rightarrow \alpha <_S \beta \\
& \quad \land \alpha \in P \land \beta \not\in P \land \beta \in S \land \alpha \leftrightarrow \beta \Rightarrow \alpha <_S \beta
\end{align*}

If $P$ is a prefix of $S$, one can write $S = P \lambda$.

\textbf{Lemma 7 (Prefix and equivalence)} Consider prefix $P$ of schedule $S$: Then any schedule $P'$ equivalent to $P$ is also a prefix of $S$, and $P$ is a prefix of any schedule $S'$ equivalent to $S$.

\[ P \ll S \implies (P' \equiv P \Rightarrow P' \ll S) \land (S' \equiv S \Rightarrow P \ll S') \]

The proof is left as an exercise for the reader, by direct application of the definition of prefix and equivalence.

3.6.1 Strong prefix of a multilog

An interesting special case is when $P$ is a prefix of all sound schedules in $\Sigma(M)$; we say $P$ is a \textit{strong prefix} of $M$, which we note $P \ll \Sigma(M)$. 
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Definition 11 (Strong Prefix)

\[ P \ll \Sigma(M) \iff S \in \Sigma(M) \Rightarrow P \ll S \]

The empty schedule (the schedule containing only INIT) is a strong prefix of any sound multilog.

Lemma 8 (Strong prefix, guaranteed and dead)
Consider schedule \( P \) that is a strong prefix of multilog \( M : P \ll \Sigma(M) \).

1. An action executed in \( P \) is guaranteed in \( M \): \( \forall \alpha \in A : \alpha \in P \Rightarrow \alpha \in \text{Guar}(M) \)
2. An action non-executed in \( P \) is dead in \( M \): \( \forall \alpha \in A : \exists \pi \in P \Rightarrow \alpha \in \text{Dead}(M) \). QED.

Note that actions in a strong prefix are not necessarily decided. Here is a counter-example: consider \( A = \{ \alpha, \beta \} \) such that \( \alpha \leftrightarrow \beta \), and \( M = (\{ \alpha \}, \emptyset, \{ \text{INIT} \rightarrow \alpha \}) \). Then \( P = \text{INIT} \alpha \) is a strong prefix of \( M \) even though \( \alpha \) is not decided.

Lemma 9 (Strong Prefix and Before)
Consider action \( \alpha \) executing in \( P \ll \Sigma(M) \). Consider an action \( \beta \) such that \( \beta \rightarrow \alpha \). Then either \( \beta \) executes in \( P \), or \( \beta \) is dead. Formally: \( \alpha \in P \land \beta \rightarrow \alpha \Rightarrow \beta \in P \lor \beta \in \text{Dead}(M) \)

Proof: By contradiction. Consider \( \alpha \) and \( \beta \) such that \( \alpha \in P \land \beta \rightarrow \alpha \land \beta \notin P \land \beta \notin \text{Dead}(M) \). Since \( \beta \) is not dead, there exists a schedule \( S \in \Sigma(M) : \beta \in S \). Since \( \beta \rightarrow \alpha \) it follows that \( \beta <_{S} \alpha \). Then \( P \) is not a strong prefix of \( M \), a contradiction. QED.

Lemma 10 (Prefix and serialisation order)
The order of execution in a strong prefix \( P \ll \Sigma(M) \) of non-commuting actions is their serialisation order:

\[ \forall \alpha, \beta \in A : \alpha \leftrightarrow \beta \land \alpha, \beta \in P \Rightarrow (\alpha <_{P} \beta \Rightarrow \alpha \rightarrow \beta) \]

Proof: If \( \alpha \rightarrow \beta \) then \( \alpha <_{P} \beta \). To prove the converse (by contradiction), assume \( \alpha <_{P} \beta \) and \( \alpha \leftrightarrow \beta \) and \( \neg(\alpha \rightarrow \beta) \). Consider some sound schedule \( S \); if \( P \ll \Sigma(M) \) then \( S = \lambda \alpha \mu \beta \nu \). The schedule \( S' = \lambda \beta \mu \alpha \nu \) is sound but \( P \) is not a prefix of \( S' \), a contradiction.

Contrary to intuition, it is not the case that the set of decided actions form a strong prefix. Here is a counter-example: \( \alpha \rightarrow \beta \rightarrow \gamma \) with \( \{ \alpha, \gamma \} \subseteq \text{Guar}(M) \) and \( \beta \notin \text{Guar}(M) \cap \text{Dead}(M) \). It is always possible for an action that is known but undecided, and commutes with all decided actions, to be scheduled arbitrarily within the decided actions. In contrast, as we shall see shortly, stable actions form a strong prefix.
3.6.2 Monotonic Strong Prefix

We are particularly interested in systems where a strong prefix remains a strong prefix when the multilog is extended. We give a sufficient condition for extension that maintains this property. The we show the relation between the monotonicity property, and stability.

**Definition 12 (Monotonic extension of multilog)** Consider a multilog $M$. Another multilog $M'$ is a monotonic extension of $M$ if strong prefixes of $M$ remain strong prefixes of $M'$: $M \subseteq M' \land M \ll \Sigma(P) \Rightarrow M' \ll \Sigma(P)$.

Not all extensions are monotonic in general, but the following weaker lemma is always true.

**Lemma 11 (Partial prefix monotonicity)** Assume $P \ll \Sigma(M)$ and $M \subseteq M'$. The following properties are true for all $S' \in \Sigma(M')$.

1. $\alpha \in P \Rightarrow \alpha \in S'$
2. $\pi \in P \Rightarrow \pi \in S'$
3. $\alpha \in P \land \beta \in P \land \alpha \leftrightarrow \beta \land \alpha <_P \beta \Rightarrow \alpha <_{S'} \beta$

**Proof:** 1: $\alpha \in P \Rightarrow \alpha \in Guar(M) \Rightarrow \alpha \in Guar(M') \Rightarrow \alpha \in S'$. 2: similar reasoning. 3: $\alpha \in P \land \beta \in P \land \alpha \leftrightarrow \beta \land \alpha <_P \beta \Rightarrow \alpha \rightarrow \beta \Rightarrow \alpha \rightarrow' \beta \Rightarrow \alpha <_{S'} \beta$. QED.

The following theorem provides a sufficient condition for an extension of a multilog to be a monotonic extension.

**Theorem 3 (Monotonicity of strong prefix w.r.t. extension)** Consider a multilog $M = (K, \rightarrow, \triangleright)$, a strong prefix $P \ll \Sigma(M)$, and a multilog $M' = (K', \rightarrow', \triangleright')$ that extends $M : M \subseteq M'$. If every new action (i.e., every action in $K'$ not already scheduled in $P$) either is dead or is serialised after $P$, then $P$ remains a strong prefix of $M'$. Formally, $P \ll \Sigma(M')$ if for all $\alpha, \beta \in A$:

$(\alpha \in P \land \beta \in K' \land \neg \text{sched}(\beta, P)) \Rightarrow \alpha \rightarrow' \beta \lor \beta \in \text{Dead}(M')$.

Theorem follows directly from Lemma 11.

**Theorem 4 (A monotonic strong prefix is stable)** Let $M \in \mathcal{M}$ be a multilog, and schedule $P$ be a strong prefix of $M$: $P \ll \Sigma(M)$. If all multilogs $M'$ that extend $M$ are monotonic extensions of $M$, then every action scheduled in $P$ is stable:

\[ \forall \alpha \in A : \text{sched}(\alpha, P) \implies \alpha \in \text{Stable}(M) \]

**Proof:** First we use induction over the length of $P$. Let’s write $P = x_0 x_1 \ldots x_n$ where $x_0 = \text{INIT}$ and either $x_j = \alpha_j$ or $x_j = \overline{\alpha}_j$ for all $j$ between 1 and $n$.

- Induction hypothesis: $\alpha_0 \in \text{Stable}(M)$. Trivially true.
• Induction condition on \( m \):

\[
(\forall k, 0 \leq k < m \leq n, \alpha_k \in Stable(M)) \implies \alpha_m \in Stable(M)
\]

Assume \( x_m = \pi_m \); then \( \alpha_m \) is dead (Lemma 8), hence trivially stable. Alternatively, assume \( x_m = \alpha_m \); then \( \alpha_m \) is guaranteed. Furthermore, any \( \alpha_k \) such that \( k < m \) is before: \( \alpha_k <_P \alpha_m \), and that is their serialisation order if they do not commute (Lemma 10). Conversely, any \( \alpha_k \) such that \( m < k \) is guaranteed but serialised afterwards; it follows that \( \neg (\alpha_k \rightarrow \alpha_m) \).

By the same reasoning, any action \( \alpha \) in \( P \) is serialised before any non-commuting action \( \beta \) such that \( \beta \notin P \) but \( \beta \in S' \in \Sigma(M') \) unless \( \beta \in Dead(M') \). QED.

**Theorem 5 (Stable actions form a strong monotonic prefix)** Consider a sound multilog \( M \) and a sound schedule \( S \in \Sigma(M) \). Construct schedule \( P \) such that \( \alpha \in P \iff \alpha \in S \land \alpha \in Stable(M) \) and \( \overline{\alpha} \in P \iff \overline{\alpha} \in S \land \alpha \in Stable(M) \) and \( \alpha, \beta \in P \land \alpha <_M \beta \Rightarrow \alpha <_P \beta \). Then \( P \preceq \Sigma(M) \), and, for all \( M' \) such that \( M \subseteq M' \), \( P \preceq \Sigma(M') \).

**Proof:** Consider some \( S \in \Sigma(M) \). Any action executed in \( S \) but not in \( P \) must be after \( P \) in \( S \). (1) \( \alpha \in P \Rightarrow \alpha \in Guar(M) \Rightarrow \alpha \in S. \) (2) The execution order in \( P \) is the serialisation order, therefore \( \alpha <_P \beta \Rightarrow \alpha \rightarrow \beta \Rightarrow \alpha <_M \beta \). (3) Consider non-commuting actions \( \alpha \leftrightarrow \beta \) such that \( \alpha \in P \) and \( \beta \in S \land \beta \notin P \). Since \( \alpha \in Stable(M) \) it is serialised with respect to \( \beta \). The case \( \alpha \to \beta \) is not possible since \( \beta \notin Stable(M) \), therefore \( \beta \to \alpha \). This is true for all \( S \) and all \( M' \) such that \( M \subseteq M' \). Furthermore, \( Stable(M) \subseteq Stable(M') \). QED.

## 4 Evolution and consistency of distributed state

A replicated system is a collection of sites, with one distinguished multilog per site, called site-multilogs. Each site computes sound schedules from its local multilog, called site-schedules. Clients update their local site-multilog by submitting actions and constraints. Sites exchange messages to update their multilog contents. This evolution of site-multilogs over time is subject to transition rules. The universal transition rules presented in this section simply describe client submissions and messaging and apply to all replicated systems. Specific protocols may have their own additional transition rules.

### 4.1 Site-multilog and site-schedule

Each site \( i \) has a distinguished site-multilog that evolves over time \( t \), noted \( M_i(t) = (K_i, \rightarrow_i, \nu_i)[t] \). The state of site \( i \) is the result of executing some site-schedule \( S_i(t) \in \Sigma(M_i(t)) \). Since there may be many sound schedules for a given site-multilog, the current state is non-deterministic.
As the site-multilog evolves over time, the site-schedule also evolves to remain sound.\footnote{We do not assume \( S_i([t] \leq S_i([t+1]) \). If this “prefix property” \cite{22} is desired, it can be obtained using appropriate constraints. Otherwise, the implementation should be capable of rollbacks and replay. Once an action is stable, it will not be rolled back.}

We study the properties of \( M_i(t) \) over time, as the client at site \( i \) submits new actions and/or constraints, as the replication protocol adds constraints, and as sites communicate with one another. For simplicity we use a global time notation but at no loss of generality, because we do not assume that a site can observe the global time. Also with no loss of generality we assume discrete time.

For simplicity we use a global time notation but we do not assume that a site can observe the global time. With no loss of generality we assume discrete time. The following transition rule describes submissions and messaging and applies to every protocol.

### 4.2 Universal transition rule

We describe replication protocols as rules governing how site-multilogs may change over time. The following rule applies to every protocol: site-multilogs change either because a local client submits new actions or constraints, or by receiving contents from a remote site-multilog.

The site-multilog \( M_i(t) \) takes new values over time only according to the following legal transitions, where \( i \) represents an arbitrary site, \( t \) an arbitrary time, and \( \alpha, \beta, \gamma \ldots \) arbitrary actions:

**Transition Rule 1 (Universal transition rule)** \( M_i(t) \) evolves over time according to the following legal transitions:

1. Nothing happens: \( M_i(t+1) = M_i(t) \)

2. A local client submits new actions or constraints: \( M_i(t+1) = M_i(t) \cup \{(\alpha_1, \ldots, \alpha_l), \{(\beta_1, \gamma_1), \ldots, (\beta_m, \gamma_m), \{(\delta_1, \epsilon_1), \ldots, (\delta_n, \epsilon_n)\} \} \) where \( l \geq 0, m \geq 0, n \geq 0 \).

3. The site receives contents from a remote site-multilog \( M_i(t+1) = M_i(t) \cup \{(\alpha_1, \ldots, \alpha_l), \{(\beta_1, \gamma_1), \ldots, (\beta_m, \gamma_m), \{(\delta_1, \epsilon_1), \ldots, (\delta_n, \epsilon_n)\} \} \) where \( l \geq 0, m \geq 0, n \geq 0 \) and where \( \exists j \neq i, t' \leq t \) such that \( \alpha_1, \ldots, \alpha_l \in K_j(t') \) and \( \{(\beta_1, \gamma_1), \ldots, (\beta_m, \gamma_m), \{(\delta_1, \epsilon_1), \ldots, (\delta_n, \epsilon_n)\} \subseteq \rightarrow_j(t') \) and \( \{(\delta_1, \epsilon_1), \ldots, (\delta_n, \epsilon_n)\} \subseteq \rightarrow_j(t') \).

By design, the three transitions are not always distinguishable. For instance, when \( K_i \) adds an action already known in \( K_j \), it is indifferent whether the clients at \( i \) and \( j \) submitted the same action redundantly, or whether it was submitted at \( j \) and transmitted from \( j \) to \( i \). The separate transitions are defined here as they will be useful in the definition of eventual consistency (Section 4.4.1).

Later (Definition 13) we will introduce a property called mergeability, implying that every transition from \( M_i(t) \) to \( M_i(t') \), where \( t' > t \), preserves soundness.

**Lemma 12 (Site multilog monotonically extends)** A site multilog monotonically extends itself over time, i.e., \( t < t' \implies M_i(t) \subseteq M_i(t') \).
The proof is immediate by the transition rules.

**Theorem 6 (Guaranteed, dead, serialised, decided are monotonic)**

\[ \forall i \in \text{sites}, t < t' \implies \text{Guar}(M_i(t)) \subseteq \text{Guar}(M_i(t')) \]
\[ \land \text{Dead}(M_i(t)) \subseteq \text{Dead}(M_i(t')) \]
\[ \land \text{Serialised}(M_i(t)) \subseteq \text{Serialised}(M_i(t')) \]
\[ \land \text{Decided}(M_i(t)) \subseteq \text{Decided}(M_i(t')) \]
\[ \land \sum(M_i(t)) = \emptyset \implies \sum(M_i(t')) = \emptyset \]

The proof is immediate by Lemma 12 and Theorem 2.

A strong prefix does not in general remain a strong prefix over time. However, according to Theorem 3, if all new actions are serialised after the current strong prefix, then it remains a strong prefix over time. According to Theorem 5, the stable actions form a strong prefix that remains over time.

### 4.3 Liveness conditions

A system satisfies Eventual Action Propagation (EAP) if the actions \( K_i(t) \) known at \( i \) at time \( t \) are eventually known at arbitrary site \( j \): \( \exists t' : K_i(t) \subseteq K_j(t') \). Eventual Constraint Propagation (ECP) is similar.

We specify the liveness conditions that will be useful when discussing consistency.

**Property 1 (Eventual Action Propagation (EAP))** Consider the set of known action sets \( K_i(t) \), varying over sites and time. For any pair of sites \( i, j \) and for any time \( t \), there exists a time \( t' \) when \( K_i(t) \subseteq K_j(t') \).

The similar property for constraints follows.

**Property 2 (Eventual Constraint Propagation (ECP))** Consider the set of known constraint sets \( \rightarrow_i(t) \) and \( \rightarrow_j(t) \), varying over sites and time. For any pair of sites \( i, j \) and for any time \( t \), there exists a time \( t' \) when \( \rightarrow_i(t) \subseteq \rightarrow_j(t') \) and \( \rightarrow_i(t) \subseteq \text{MustHave}_j(t') \).

The above properties are insufficient to guarantee significant progress. Hence the more relevant property:

**Property 3 (Eventual Decision)** A replicated system has the Eventual Decision property, if every submitted action is eventually decided: \( \alpha \in K_i(t) \Rightarrow \exists t' : \alpha \in \text{Decided}(M_i(t')) \)

Note that the Eventual Decision property is local to site \( i \).

Eventual Decision does not preclude the trivial implementation that makes every action dead. This would be difficult to rule out formally, since an action may always fail (see Footnote 2).
Theorem 7 (Eventual decision implies eventual stability) If a system has the eventual decision property, then any known action is eventually stable:

\[ (\forall \alpha \in A, \alpha \in K_i(t) \Rightarrow \exists \ell' : \alpha \in \text{Decided}(K_i(t'))) \]

\[ \implies \]

\[ (\forall \alpha \in A, \alpha \in K_i(t) \Rightarrow \exists \ell'' : \alpha \in \text{Stable}(K_i(t''))) \]

Proof: Consider some \( \alpha \in \text{Decided}(K_i(t)) \). \( \alpha \) is serialised with respect to all \( \beta \) such that \( \alpha \Leftrightarrow \beta \). Consider a chain of guaranteed actions \( \ldots \beta_i \rightarrow \ldots \beta_j \rightarrow \ldots \rightarrow \alpha \). By soundness, we know it to be acyclic, hence it has a minimal element \( \beta_0 \). By assumption, eventually \( \beta_0 \) is decided; since \( \beta_0 \) is minimal it has no predecessor by \( \rightarrow \); therefore when it is decided it is also stable. If \( \beta_0 \) is the only predecessor of \( \beta_1 \), then \( \beta_1 \) is stable, and so on by induction. If \( \beta_1 \) has several predecessors, proceed by induction over the number of predecessors and by induction over their own predecessors. QED.

4.4 Consistency

In this section, we define some interesting properties on replicated systems: the Eventual Consistency, the Common Monotonic Strong Prefix property, and Mergeability. We show that Eventual Consistency and the Common Monotonic Strong Prefix property are equivalent. Both imply Eventual Action Propagation. Taken together with Eventual Action Propagation, the properties of Eventual Decision and Mergeability are also equivalent to the Common Monotonic Strong Prefix property, and hence to Eventual Consistency. Thus we have four equivalent, alternative definitions of the intuitive notion of consistency.

4.4.1 Eventual consistency

We now compare different formulations of the consistency property. The first is Eventual Consistency, which has been used in the literature to argue informally the correctness of optimistic replication systems [2]. A system is Eventually Consistent if, if every client stops submitting actions (and, presumably, constraints), then eventually every site will reach the same final value.

The first part says that there is some time \( T \) after which Transition 1.2 of the universal transition rule (Section 4.2) does not fire. The second part says that by some time \( T' \), the site-schedules at every site are equivalent, and remain equivalent at all later times. Formally:

Property 4 (Eventual consistency) A system is Eventually Consistent if, if every client stops submitting, and submitted actions are decided, then eventually every site will reach the same sound final value:

\[ \exists T : \forall t, t > T \Rightarrow \text{Transition 1.2 does not fire at } i \]

\[ \implies \]

\[ \exists T', \forall t', t'' : t' > T' \land t'' > T' \land S_i(t') \in \Sigma(M_i(t')) \land S_j(t'') \in \Sigma(M_j(t'')) \]

\[ \Rightarrow S_i(t') \equiv S_j(t'') \]
There are two objections to this definition. One, in real systems, clients are not expected to ever stop submitting. Two, it provides no indication to implementors how to achieve the consistency goal.

Note that an additional liveness condition is necessary to make Eventual Consistency a useful property.

### 4.4.2 Common Monotonic Strong Prefix (CMSP)

We propose a different formulation of consistency, seeking to avoid the drawbacks just noted.

**Property 5** A replicated system $M_i(t)$ (i varying over sites, t over time) satisfies the CMSP Property if there exists a function $\pi(i, t)$ such that:

1. $\pi$ is a strong prefix: $\pi(i, t) \subset \Sigma(M_i(t))$
2. The CMSP is equivalent at all sites: $\forall i, j, t : \pi(i, t) \equiv \pi(j, t)$
3. The CMSP is monotonically non-shrinking over time: $\forall i, t', t : t' < t' \implies \pi(i, t') \subset \pi(i, t)$
4. Every known action eventually reaches the prefix: $\forall \alpha \in A, t, t' : \alpha \in K_i(t) \implies \exists t' : \text{sched}(\alpha, \pi(i, t'))$

$\pi(i, t)$ is called Common Monotonic Strong Prefix (CMSP) at site i and time t.

The CMSP property implies Eventual Action Propagation. We now prove that the CMSP Property is equivalent to the conjunction of the Eventual Consistency and Eventual Decision properties.

**Theorem 8** If every client stops submitting, then a replicated system that satisfies the Eventual Consistency property if and only if it satisfies the CMSP property.

**EC $\Rightarrow$ CMSP:** Assume Eventual Consistency (EC); if clients stop submitting, by some time $T$, the final state at site $i$ is $S_i(T) \in \Sigma(M_i(t))$. By EC, for all i, j, t', t'' > T, $S_i(t') \equiv S_j(t'')$. The following function satisfies CMSP:

$$\pi(i, t) = \begin{cases} \text{INIT} & \text{for } t < T \\ S_i(T) & \text{for } t \geq T \end{cases}$$

**CMSP $\Rightarrow$ EC:** Assume the CMSP Property. Every action is eventually stable, hence Eventual Decision is ensured. Suppose that the client at site $i$ stops submitting at time $t_i$. By time $T_0 = \max(t_i)$ all clients have stopped submitting. Let $A' = \bigcup_j K_j(T_0)$. According to the CMSP Property, there is a time where every action in $A'$ is in the prefix: $\forall \alpha \in A', \exists t': \text{sched}(\alpha, \pi(t', t'))$. Assume sound site-multilogs; there exists sound site-schedules. Since no new actions are submitted, $A'$ does not change, and the prefix covers the whole site-schedule: $S_i(t_i') \equiv \pi(i, t_i')$. According CMSP, all prefixes are equivalent; by time $T' = \max_k t_k'$ the prefix covers the whole site-schedule at every site; hence the site-schedules are mutually equivalent: $\forall i, j : t' > T', t'' > T' \implies S_i(t') \equiv \pi(i, t') \equiv \pi(j, t'') \equiv S_j(t'')$. QED.
4.4.3 Mergeability

It is heartening that the two properties above are equivalent, but implementors would still like something more operational. Hence the mergeability property, which states that all combinations of site-multilog remain sound.

**Definition 13 (Mergeability)** A system has the Mergeability property if, given any arbitrary collection of sites $i, i', i'' \ldots$ and any arbitrary collection of times $t, t', t'' \ldots : M_i(t) \cup M_{i'}(t') \cup M_{i''}(t'') \ldots$ is sound.

Mergeability means that sites may not (even at different times) take mutually unsound decisions. This is easy to ensure in a centralised system, but not in a distributed one. For instance, consider at time $t$, Site 1 has multilog $(\{\alpha\}, \emptyset, \{\text{INIT} \triangleright \alpha\})$ and Site 2 has multilog $(\{\alpha\}, \{\alpha \rightarrow \alpha\}, \emptyset)$. They are both sound but not mergeable, as their union $(\{\alpha\}, \{\alpha \rightarrow \alpha\}, \{\text{INIT} \triangleright \alpha\})$ is not sound.

More generally, if $\alpha \in \text{Guar}(M_i(t))$ for some $i$ and $t$, then it cannot be the case without violating mergeability that $\alpha \in \text{Dead}(M_{i'}(t'))$ for any $i$ and $t'$. Similarly, if it is the case that both $\alpha \rightarrow_i (t) \beta$ and $\beta \rightarrow_{i'} (t') \alpha$, then it cannot also be the case that both $\alpha \in \text{Guar}(M_i(t))$ and $\beta \in \text{Guar}(M_{i'}(t'))$.

Thus, the decision to make an action guaranteed or dead, or what order to serialise two guaranteed actions, or to guarantee a serialised action, entails a global agreement.

Assuming liveness properties Eventual Decision and Eventual Action Propagation, then Mergeability (a safety property) is equivalent to the Eventual Consistency property:

**Theorem 9** If every client stops submitting, then a replicated system satisfies Eventual Consistency if and only if it satisfies the Mergeability, Eventual Decision and Eventual Propagation properties.

**Proof:** Consider a system that has the Mergeability property. Assume clients stop submitting actions at time $t$; at this time, the multilog has contents $M_i(t) = (K_i, \rightarrow_i, \triangleright_i)(t)$ for $i$ varying over the set of sites. By Eventual Decision and Theorem 7, there exists a time $t_i$ where all actions are stable at $i$. By Eventual Action Propagation, there exists a time $T$ where, for all $j$ in the set of sites, $M_j(T) = \bigcup_i M_i(t_i)$. By mergeability, this union is sound. Since the actions are stable, the final state is uniquely defined. Conversely, assume Eventual Consistency. Make clients stop submitting at some arbitrary set of times $t_i$. There is a time $T$ where all sites have converged to a uniquely defined common state, i.e., site schedules $S_i(T)$ are stable and mutually equivalent. Then every action is decided and the $M_i(T)$ are sound and mutually equivalent, which implies Eventual Action Propagation. QED.

Theorem 12 shows that mergeability is a generalisation of serialisability.

4.4.4 Uniform Local Soundness

With a slightly stronger liveness condition, Mergeability reduces to the Uniform Local Soundness property, i.e., that site-multilog are sound at all times.
Property 6 A replicated system has the Uniform Local Soundness property iff multilogs are sound at all times: $\forall i, t : \Sigma(M_i(t)) \neq \emptyset$.

Theorem 10 Assuming the Eventual Decision and Eventual Action Propagation properties, a system satisfies Uniform Local Soundness and Eventual Constraint Propagation if and only if it satisfies Mergeability.

Proof: (ULS+EC P ⇒ Mergeability) Assume Eventual Action and Constraint Propagation, and Eventual Decision. Assume the system satisfies ULA but not Mergeability. Then there exists $i, i', i'', \ldots$ and $t, t', t'', \ldots$ such that $M_i(t) \cup M_{i'}(t') \cup M_{i''}(t'') \ldots$ is unsound. By Eventual Action Propagation and Eventual Constraint Propagation, there exists a time $T$ where (say) $M_i(T) \subseteq M_i(t) \cup M_{i'}(t') \cup M_{i''}(t'') \ldots$. By Theorem 2, $M_i(T)$ is unsound, a contradiction. (Mergeability ⇒ ULS+EC P ) Assume Eventual Action Propagation and Eventual Decision. We already know that Mergeability implies eventual consistency, which itself implies ULS. Since the local schedules are equivalent, this means the multilogs are equivalent. By the definition of multilog equivalence, ECP is implied.

QED.

4.5 Deciding

The intuitive meaning of Mergeability is that the system must decide for each action, without sites making conflicting decisions. In the general case then, decisions to make dead, guarantee or serialise entails a distributed consensus, a known difficult problem [8]. In practice the most straightforward way to avoid conflicts is to centralise all decisions at a single primary site [22, 18] (the primary may change over time).

However, an important design goal for a distributed system is autonomy of sites. There are well-known protocols that manage to make progress without an online consensus algorithm. For instance the Timestamp Ordering protocol of Section 6.1 uses commutativity, and the EDS protocol (Section 6.4) assumes that $→$ is acyclic, which ensures soundness by construction (by Lemma 6); again, no online consensus is needed.

In this section we examine the design space in order to understand the trade-offs and possibilities in the spectrum.

4.5.1 Unsound combinations

One conflicting decision to avoid is creating a $\rightarrow$ cycle between guaranteed actions. For instance, consider a system consisting of four sites, with two non-commuting actions $\alpha$ and $\beta$. Suppose the four sites independently make the following decisions: Site 1 decides to guarantee $\alpha$ (by setting $\text{INIT} \triangleright \alpha$), Site 2 to guarantee $\beta$, Site 3 sets $\alpha \rightarrow \beta$ and Site 4 $\beta \rightarrow \alpha$. Any three of those four decisions are safe, but the four together violate mergeability. (The example also works with two or three sites.)

The second kind of conflict is to violate $\triangleright$-soundness. Consider actions $\gamma$ and $\delta$. If Site 1 makes $\gamma$ guaranteed (e.g., $\text{INIT} \triangleright \gamma$), Site 2 makes $\delta$ dead (e.g.,
\( \delta \rightarrow \delta \), and Site 3 sets the dependency \( \gamma \triangleright \delta \). Again, any two out of those three decisions remains sound, but not all three together.

If any of these unsound combinations can appear, then decision entails a consensus between all the concerned sites.

### 4.5.2 Safe decisions

Some decisions can be made unilaterally (locally) safely; these represent sufficient conditions for deciding safely. Assume for instance the only constraint on action \( \alpha \) is \( \alpha \triangleright \beta \). It is always safe to guarantee \( \alpha \), regardless of \( \beta \). Conversely, if the only constraint on \( \beta \) is \( \alpha \triangleright \beta \), then it is always safe to make \( \beta \) dead. Consider now a Before relation \( \gamma \rightarrow \delta \). If (say) \( \gamma \) is not the target of another \( \rightarrow \), then there is no cycle, and \( \gamma \) can be either guaranteed or made dead unilaterally; otherwise, the only safe unilateral decision is dead. Similarly for \( \delta \). If there is a \( \rightarrow \) cycle (or, conservatively, if a cycle is suspected) then it is safe to make either action dead, or both. An ordering is sufficient to avoid unnecessary aborts. When an action is involved in several constraints, a unilateral decision is safe only if safe with respect to all the constraints.

### 5 Partial replication

Shared data is often partitioned into separate databases. For instance, different subtrees of a shared file system [12]; or federated Web services each is a separate database. Databases are not necessarily independent; for instance, the root of a file-system subtree depends on its parent in a different database. A given site might replicate an arbitrary subset of the databases, and receive only the corresponding actions and constraints. Thus partial replication violates the eventual propagation properties. However, if Mergeability and Eventual Decision are both satisfied, the system retains important consistency properties in that schedules are sound, sites that do communicate may not make conflicting decisions, and sites can’t “cheat” by leaving schedules under-determined.
5.1 Islands, Split MustHave

Assuming that an action affects a single database, we partition actions into islands, as in Figure 2: $A = A^1 \cup A^2 \cup \ldots \cup A^n$. $\text{Replicas}(d)$ denotes the set of sites replicating island $d$ ($\forall d : |\text{Replicas}(d)| > 0$) and $\text{Islands}_i$ the set of islands replicated at site $i$. Figure 4 shows an example with three sites and their local multilogs.

We might define a new Eventual Partial Action Propagation property as follows: For any pair of such sites $i, j \in \text{Replicas}(d)$ and for any time $t$, there exists a time $t'$ when $(K_i(t) \cap A^d) \subseteq (K_j(t') \cap A^d)$. Eventual Partial Constraint Propagation is similar.

Unfortunately $\triangleright$ is not adequate for partial replication, because if $\alpha \triangleright \beta$, then a site that executes $\alpha$ must also know $\beta$. Therefore we define a version that is “remotable” across islands, Split MustHave, noted $\triangleright\triangleright$. It behaves like $\triangleright$ when islands are replicated on the same site but remains meaningful when they are not. The results of the previous sections remain true when replacing $\triangleright$ with $\triangleright\triangleright$.

**Definition 14** The relation $\triangleright\triangleright \subseteq (A \cup \{\text{init}\}) \times (A \cup \{\text{init}\})$ is defined as follows. For any two actions $\alpha \in A^d$ and $\beta \in A^d$, and for any site $i$ and time $t$:

$$\alpha \triangleright\triangleright \beta \overset{\text{def}}{=} \begin{cases} 
\text{If } \{d, d'\} \subseteq \text{Islands}_i : \forall S \in \Sigma(M_i(t)), \alpha \in S \Rightarrow \beta \in S \\
\text{Otherwise: } \exists \beta' : \alpha \in \text{Guar}(M_i(t)) \Rightarrow \beta \in \text{Guar}(M_i(t))
\end{cases}$$

Practically, site $i$ may guarantee $\alpha$ after it receives a message from $i'$ that $\beta$ is guaranteed.
5.2 A decentralised decision algorithm

It would be nice to decide for each database separately (for instance, at a per-
database primary), rather than via a system-wide consensus. We sketch a prac-
tical algorithm for this, due to Chong and Hamadi [3]. It can be implemented
efficiently, assuming constraints are mainly due to the standard relations shown
in Figure 1: parcel, causal dependence or mutual exclusion. Causal dependence
is acyclic. Parcels are small, with occasional causality links between them that
do not (in the expected case) create larger MustHave cycles. Because an island
maps to a database, \(\alpha \leftrightarrow \beta\) pairs are always within an island. Most \(\rightarrow\) cycles
are normally intra-island.

We present a simplified version of the algorithm that assumes the \(\rightarrow\) graph
is acyclic and makes unilateral safe decisions. The full version (to be published
separately) tolerates occasional cycles of \(\rightarrow\), which require a localised consensus.

Initially, assume there is a single primary site that replicates all the in-
lands (we will relax this assumption shortly). This site runs the following cen-
tralised algorithm. All actions are initially undecided. The primary performs
the following sequential algorithm, as illustrated in Figure 3. Given any chain
\(a_0 \rightarrow a_1 \rightarrow \ldots \rightarrow a_n\), the algorithm starts from the maximal element \(a_0\) and
works back to the minimal element.\(^6\) Given some arbitrary pair \(\alpha \leftrightarrow \beta\) where
both \(\alpha\) and \(\beta\) are undecided: if \(\beta\) is part of a cycle of \(\rightarrow\) and all other actions in
the cycle are guaranteed, then make both \(\alpha\) and \(\beta\) dead (in order to maintain
\(\rightarrow\)-soundness); otherwise guarantee \(\beta\) and leave \(\alpha\) undecided. If \(\beta\) is now dead
and there exists also \(\gamma \rightarrow \beta\), then make \(\gamma\) dead (to maintain \(\rightarrow\)-soundness). The
algorithm continues as long as there remains an undecided target of a MustHave.
If an action MustHave two others (\(\alpha \rightarrow \beta\) and \(\alpha \rightarrow \gamma\) for instance) it is dead if
either one is dead, and guaranteed if they are both guaranteed. Guaranteed
actions related by \(\rightarrow\) execute in that order, otherwise order is arbitrary. The
algorithm terminates and maintains soundness, since it makes only safe unilateral
decisions.

We now generalise to the case where different islands may have different

\(^6\)An action unrelated to any other by \(\rightarrow\) is considered a chain of length 0.
primaries. We run the following slightly modified algorithm at each primary. If
\( \to \) cycles are always intra-island, the algorithm does not change, and primaries
may execute in parallel. For any relation \( \alpha \rightarrow \beta \), before deciding on \( \alpha \), the
primary of \( \alpha \) waits to receive the decision from the primary of \( \beta \). Since no \( \alpha \leftrightarrow \beta \)
pair spans islands, primaries never need to agree on an ordering. Information
flows in the opposite direction of the \( \rightarrow \) graph, and no consensus is needed to
decide.

In some applications, a \( \to \) cycle may occasionally span islands. Then, the
implementation must be careful to avoid concurrently guaranteeing the two last
actions in a cycle, by ordering primaries (e.g., by IP address); when in doubt,
the lowest-ordered primary in a cycle of \( \to \) makes its action dead.

Our description assumed that the set of actions and constraints is fixed. The
algorithm can be executed incrementally if actions and constraints are added
according to causal order. Otherwise, a global algorithm will be needed to detect
termination.

6 Modeling protocols in the action-constraint framework

In this section we study a number of published replication systems.

Many systems restrict actions to only reads and writes. Hereafter \( r(x) \) denotes a read of object \( x \); a write is noted \( w(x) \).

6.1 Timestamp ordering (Last Writer Wins)

The Timestamp Ordering approach, also called the Last Writer Wins (LWW)
algorithm or the Thomas Write Rule [18], is used in many practical systems, for
instance distributed file systems [12, 21] or distributed directory systems [13].
Each site is free to read and write shared objects locally with no synchronisation.
Objects and writes are timestamped, and a write only takes effect if its
timestamp is greater than the object’s. Writes propagate in arbitrary order but
the system converges of timestamps. (Such systems don’t propagate reads.)

Let us formulate LWW. Action \( \alpha \) writes value \( \alpha.\text{value} \) to the contents
\( x.\text{contents} \) of some object \( x \), but only if the timestamp relation \( \alpha.ts > x.ts \);
otherwise it has no effect. Formally: \( \alpha.\text{def} \) if \( \alpha.ts > x.ts \) then \( x.\text{contents} := \alpha.\text{value} \) else skip. Somewhat surprisingly, under this definition, two writes to
the same object commute.

Every action is guaranteed immediately when submitted. Since actions commute
and are guaranteed, they are immediately decided and stable. There are
no further constraints between actions. \( \to \) is empty (hence trivially acyclic),
and LWW satisfies Mergeability.

LWW is completely decentralised; there are no online decisions and no need
to run a consensus algorithm. The drawback is that LWW loses information,
since when two writes occur concurrently the one with the lowest timestamp has no effect.

6.2 Causal Consistency

Up to now we have considered actions as opaque objects, submitted by a client external to the system. In practice the user cares about the context; for instance he might write out a check based on the knowledge that his account has sufficient balance.

More generally an action might depend on all previous history. Such application-specific dependencies are often unknown, and in any case are difficult to express. Therefore causal consistency conservatively assumes that an action depends on the current state. If actions are restricted to reads ($r_i(x)$ reads object $x$ and is submitted at site $i$) and writes ($w_i(x)$), writes that might be causally related must execute at all processes in the same order; the order of concurrent writes is not determined. Then (1) $r_i(x)$ depends on the last $w_j(x)$ executed at $i$; (2) any action submitted at site $i$ depends on all actions previously submitted at $i$; and (3) $w_k(x)$ submitted at $k \neq i$ cannot execute before $r_j(x)$ concurrently executed at $i$. Concurrently-submitted writes remain unordered.

Recall that a causal dependence $\alpha \rightsquigarrow \beta$ is encoded as $\alpha \to \beta \land \beta \triangleright \alpha$. If neither $\alpha \rightsquigarrow \beta$ nor $\beta \rightsquigarrow \alpha$ then $\alpha$ and $\beta$ are said concurrent.

A causally-consistent system is characterised by the following rule. We will subscript actions with their submission site and time.

**Transition Rule 2 (Causal Consistency)** Consider some actions $\alpha, \beta, \ldots$, classified as reads noted $r(x)$ and writes noted $w(y)$. Note the site where $\alpha$ is submitted $ss(\alpha)$ and the time at which it is submitted $st(\alpha)$. Note $S_i(t)$ the schedule at site $i$ at time $t$.

1. An action depends causally on all actions previously submitted at the same site: $\forall \alpha, \beta : st(\alpha) < st(\beta) \Rightarrow \alpha \rightsquigarrow \beta$.

2. A read action $\alpha = r(x)$ depends causally on the last write to $x$ executed at the same site: $\beta \in S_{ss(\alpha)}(st(\alpha)) \land (\gamma \in S_i(t) \Rightarrow \gamma <_{S_i(t)} \beta \lor \beta = \gamma) \implies w(x) \rightsquigarrow r(x)$, where $\beta$ and $\gamma$ are both writes to $x$.

Note that it probably doesn’t make much sense to submit an action until the ones it depends upon are stable.

Causal consistency is a decentralised decision algorithm that does not lose information. However, despite its name, it is not a consistent according to our definitions, because concurrent writes to the same object remain unordered [17], despite not commutng. Thus, causal consistency does not satisfy the Eventual Decision property.

6.3 Commutative ESDS

This section describes the commutative version of the Eventually Serialisable Data Service protocol [7, Section 4.3]. In this protocol, which we call C-ESDS,
operations are assumed to commute, except when an operation $\alpha$ explicitly indicates causal dependencies on a set of operations $\alpha.\text{prev}$. C-ESDS ensures that the schedules executed at each replica obey these dependencies, and replicas eventually converge. The order in which actions are scheduled is determined by labels that are assigned, in causal order, to guaranteed actions. There are no conflicts, and every submitted action is guaranteed.

The causal dependencies between operations can be translated into our notation: for all $\beta \in \alpha.\text{prev} : \beta \rightarrow \alpha \land \alpha \triangleright \beta$. They are assumed acyclic by construction.

The transition rules for C-ESDS are the following (to simplify notation we omit the site and time parameters, i.e., $K$ stands for $K_i(t)$, and similarly for $\rightarrow$ and $\triangleright$):

**Transition Rule 3 (Commutative ESDS)**

1. Every action is guaranteed: $\forall \alpha \in A : \alpha \in K \Rightarrow \text{init} \triangleright \alpha$.

2. Causality constraints: $\forall \alpha, \beta \in A : \alpha \in K \Rightarrow (\beta \in \alpha.\text{prev} \Rightarrow (\beta \rightarrow \alpha \land \alpha \triangleright \beta))$.

3. Causality is acyclic: $\exists \alpha_1, \ldots, \alpha_n \in K : \alpha_1 \rightarrow \ldots \rightarrow \alpha_n \rightarrow \alpha_1$.

4. Non-commuting actions are serialised by the client: $\forall \alpha, \beta \in A, \alpha \leftrightarrow \beta \land \alpha \in K \land \beta \in K \Rightarrow (\alpha \rightarrow \beta \lor \beta \rightarrow \alpha)$.

5. Causal dependence is eventually satisfied: $\forall \alpha, \beta \in A : \alpha \in K_i(t) \land \beta \in \alpha.\text{prev} \Rightarrow \exists t' : \beta \in K_i(t')$.

The only constraints are those allowed by items 1 and 2; in particular item 4 does not introduce new constraints. The above is in addition to the Universal Rule 1.

Thus formalised, it is clear that C-ESDS satisfies consistency, by Uniform Local Soundness. Every action is guaranteed and $\rightarrow$ is acyclic, hence all multi-logs are sound. By item 5, every action is eventually decided.

Reasoning within our model clarifies the specification of C-ESDS and suggests two simplifications to the protocol specified by Fekete et al. First, an action is stable as soon as its antecedents are guaranteed at the local site; it is not necessary to wait, as they do, for the action to be stable at other sites. Second, all local orders compatible with the $\text{prev}$ constraints are equivalent, and the global total order they compute is unnecessary.

### 6.4 Non-Commutative ESDS

In the full ESDS system of Fekete et al. [7], which we call NC-ESDS, actions do not commute, but the $\text{prev}$ lists submitted by clients provide only a partial ordering. The protocol computes a total ordering, ensuring actions are executed in the same order at every site.
The total order is computed as follows. Every site assigns every known action \( \alpha \) a label (a timestamp), as soon as all actions in \( \alpha.\text{prev} \) have themselves been labeled. The labelling algorithm ensures that, for all \( \beta \) that already has a label (which includes every action in \( \alpha.\text{prev} \)), the label of \( \alpha \) is greater. The location of \( \alpha \) in the total order is given by the minimum label assigned to it by any site; this is known at site \( i \) once \( i \) has received notification of \( \alpha \)'s label assignment from every other site.

The multilogs of Fekete et al. are set up differently from ours. The multilog at site \( i \) contains: the actions known at \( i \), the set of actions that \( i \) knows are “done” (i.e., they have received a label) at every site \( j \), and the set of actions that \( i \) knows are “solid” (i.e., their minimum label is known) at every site \( j \).

If we assume that communication is live, and for any known action \( \alpha \), all actions in \( \alpha.\text{prev} \) are eventually known, then \( \alpha \) will eventually become “done” everywhere. Once site \( i \) observes that action \( \alpha \) is “done” everywhere, it can set \( \beta \rightarrow \alpha \) for any action \( \beta \) that is “done” everywhere and where the minimum label of \( \beta \) is less than the minimum label of \( \alpha \). Every site will eventually make the same computation, and the constraint \( \beta \rightarrow \alpha \) will be known at every site. Thus, every action is eventually serialised, and the serialisation order is the same at every site; mergeability is satisfied. Furthermore, every action is guaranteed as soon as it is submitted. Eventual decision is satisfied, and every action is eventually stable.

The “solid” set is not strictly necessary. Fekete et al. use it to be able to observe when an action has become stable.

We plan to formalise the above analysis of NC-ESDS in future work.

6.5 Transactions

In this section we examine how to represent conventional serialisable transactions.

- Atomic or all-or-nothing: either all its actions commit or they all abort.
- In our model, mutual \( \triangleright \) relations ensure atomicity. To abort is equivalent to becoming dead. To commit is to become stable and guaranteed.
- Correct (executed alone, the transaction maintains the application invariants). This is an assumption.
- Isolated (no committed transaction can observe intermediate effects of another transaction).
- Durable (the effects of a committed transaction are persistent). Durability is captured by our stability concept.

The classical correctness property is serialisability: committed schedules are all equivalent to some sequential ordering of transactions.

In the literature, a transaction’s actions are bracketed by special begin/end markers. A pessimistic transaction system decides the serialisation order transaction begin. Deferred-update systems [1] serialise when the current transaction ends; but when a cycle of \( \rightarrow \) is observed (or suspected) transactions abort (are
made dead). A system such as Bayou [22, 14] allows chains of outstanding transactions (and support unlimited rollback). Related transactions are sent to a “primary” site to be decided in bulk. In Bayou, the serialisation is known a priori using timestamps, but transactions may abort because of hidden dependencies.

In this section, we follow the classic usage whereby actions are restricted to reads or writes to shared objects, e.g., \( r_i(x) \) to read object \( x \) or \( w_i(x) \) to write it.

### 6.5.1 Action–Constraint representation of transactions

In our formalisation, we use a single transaction marker. We do not preclude cascading aborts nor concurrency within transactions. Stronger assumptions are easily represented by adding appropriate constraints.

In this section, indices denote transaction identity. A transaction \( T_i \) is composed of a single “transaction marker” action \( \tau_i \) and zero or more read and write actions \( \alpha_i \). To ensure atomicity, for all actions \( \alpha_i \) of transaction \( T_i \) the following are mandatory: \( \alpha_i \triangleright \tau_i \) and \( \tau_i \triangleright \alpha_i \).

A \( \tau_i \) action does not change the state. Transaction markers are mutually non-commuting if one transaction writes an object that the other one reads or writes: \( \tau_i \leftrightarrow \tau_j \) if \( i \neq j \land (R_i \cap W_j \neq \emptyset \lor W_i \cap R_j \neq \emptyset \lor W_i \cap W_j \neq \emptyset) \), where \( R_i \) is \( T_i \)'s read set (the set of \( x \) such that \( r_i(x) \)) and \( W_i \) is \( T_i \)'s write set (the set of \( x \) such that \( w_i(x) \)).

A write to some object is non-commuting with both reads and writes to the same object. For all read and write actions in transactions \( T_i, T_j \) upon all objects \( x, y \):

- \( r_i(x) \leftrightarrow w_j(y) \) iff \( x = y \)
- \( w_i(x) \leftrightarrow w_j(y) \) iff \( x = y \)

The following rule ensures isolation.

**Transition Rule 4** If \( T_i \) is serialised before \( T_j \) (i.e., \( \tau_i \rightarrow \tau_j \)) then their non-commuting actions must be serialised in the same order: \( \tau_i \rightarrow \tau_j \iff (\alpha_i \leftrightarrow \beta_j \Rightarrow \alpha_i \rightarrow \beta_j) \), where \( \alpha_i \) and \( \beta_j \) are arbitrary actions of \( T_i \) and \( T_j \) respectively.

A transaction system evolves over time according to the conjunction of the general transition rules of Section 4.2 and the specific Transition Rule 4.

The rule ensures transaction isolation, because if \( \tau_i \rightarrow \tau_j \), every action of \( T_i \) executes before any action of \( T_j \), unless they commute.

**Theorem 11 (Rule 4 ensures isolation)** Consider a transaction system where \( T_i \) and \( T_j \) may read or write shared objects \( x, y, \) etc. Assume the system follows the Transaction Isolation Rule. Then, if \( \tau_i \rightarrow \tau_j \), all reads and writes of \( x \) (resp. \( y, \) etc.) by \( T_j \) follow any write of \( x \) (resp. \( y, \) etc.) by \( T_i \).

The proof is by inspection.

In this context, serialisability is obtained if the graph of \( \rightarrow \) relations between guaranteed \( \tau_i \) actions is acyclic. This is the same as saying that multilogs are
sound. Thus, our Mergeability property is equivalent to the classical Serialisability.

**Theorem 12** Consider a replicated transactional system that obeys Rule 4. Transactions are serialisable if and only if the system satisfies Mergeability.

The proof derives from Lemma 6.

### 6.5.2 Causal dependence between transactions

In the above model, transactions are essentially independent. In practice this might not be true: for instance, the user might submit a transaction to reserve a hotel based on the knowledge that a previous transaction booked a flight. Such application-specific dependencies are often unknown and in any case are difficult to express. Therefore, many authors posit causal dependencies between successive transactions [4]: e.g., if $T_j$ reads object $x$ that was last written by $T_i$, there is a causal dependence $w_i(x) \rightarrow r_j(x)$. Furthermore, a read cannot depend on a write that is not serialised before it. Hence the following transition rule:

**Transition Rule 5 (Causally dependent transactions)** Consider transactions $T_1, T_2, \ldots$ composed of reads ($r_i(x)$), writes ($w_i(x)$) and transaction markers ($r_i$). Note $S_i(t)$ the schedule at site $i$ at time $t$.

1. A read action $r_i(x)$ submitted at time $t$ depends causally on the last write to $x$ executed at Site $i$: $w_j(x) \in S_i(t) \land (w_i(x) \in S_i(t) \Rightarrow (w_k(x) <_{S_i(t)} w_j(x) \land x \neq k = j)) \rightarrow r_i(x) \rightarrow w_j(x)$

2. A read action $r_i(x)$ submitted at time $t$ must be serialised before any concurrent or later $w_j(x)$. $w_j(x) \notin S_i(t) \Rightarrow r_i(x) \rightarrow w_j(x)$.

It makes sense to submit a new transaction only when the ones it causally depends upon are stable. In the example above, this would avoid the user booking the hotel only to later discover that the flight reservation has failed.

Transactions systems with causal dependence follow the Universal Transition Rule 1, the Transaction Isolation Rule (Rule 4) and a Causal Dependence Rule [9]. Transactions are ordered according to the (acyclic) causal dependency. Bullet 2 creates a → cycle between concurrent transactions updating the same object, so at least one of them must be aborted in order to satisfy Mergeability.

### 6.6 Holliday’s partial replication protocol

We now describe the partial replication protocol, for transactional systems, of Holliday et al. [11]. We focus on its partial replication and consistency properties.

The authors assume FIFO communication with eventual action and constraint propagation. They implement a vector-clock mechanism that enables

---

7Recall that $\alpha \rightarrow \beta$ is shorthand for $\alpha \rightarrow \beta \land \beta \triangleright \alpha$.
some site to know that another site has observed a given event.Abort/commit
decisions are taken by the pre-commit consensus algorithm among the sites that
replicate the databases accessed by the transaction.

We augment multilogs with a new set of actions, $X$, containing markers for
transactions that have been proposed for pre-commit. We assume that like $K$,
$X$ grows monotonically and its contents are eventually propagated to all sites.
We posit a primitive $\text{obs}_j(\tau, i)$ that returns true when site $j$ knows (thanks to
the vector clock) that site $i$ has executed the Abort Decision step, relative to $\tau$,
of Transition Rule 6.

**Transition Rule 6 (Holliday’s pre-commit algorithm)**

1. **Transaction termination:** At site $i$ where transaction $T$ is submitted, when $T$ termi-
nates, start the pre-commit protocol by inserting its marker $\tau$ into the local
$X$ set: $X_i := X_i \cup \{\tau\}$.

2. **Abort decision:** At any site $j$, check transaction markers $\tau$ in $X$ whether
any marker $\tau'$ known locally is non-commuting with $\tau$; if so, abort both
$T$ and $T'$. Formally: $\forall \tau \in X_j, \forall \tau' \in K_j$ such that $\tau \leftrightarrow \tau'$ : $M_j :=$ $M_j \cup \{\tau \rightarrow \tau, \tau' \rightarrow \tau'\}$. Henceforth, other sites $k$ will eventually observe
$\text{obs}_k(\tau, j) = \text{true}$.

3. **Commit decision:** When site $i$ where $T$ was submitted knows that every site
has executed the Abort Decision step for $\tau$, and none of them has aborted
$T$, then make $T$ committed. Formally: $\forall \tau \in X_i : \text{if } \forall k \text{ } \text{obs}_k(\tau, k) \land \neg (\tau \rightarrow$ $\tau) \text{ then } M_i := M_i \cup \{\text{INCR } \tau\}$. (Holliday assumes FIFO communication.)

Transactions are ordered by the causality relation, which is assumed acyclic.
If two concurrent transactions are non-commuting, then both are made dead in
the Abort Decision step above. A transaction is allowed to become guaranteed
(in the Commit Decision step) only if it does not abort. No action is both dead
and guaranteed and $\rightarrow$ is acyclic. Since every action is eventually decided, and
we assumed eventual propagation of both actions and constraints, Holliday’s
protocol is consistent.

Our simplified specification makes it easier to understand the protocol than
the original informal description. It suggests a possible improvement in Abort
Decision step: to use a total order of transactions (e.g., by numerical transaction
identifier) and abort only the lowest-ordered one.

## 7 Related work

Our survey of optimistic replication [18] motivated us to understand the com-
monalities and differences between protocols. The relations between consist-
tency and ordering have been well studied in the context the causal dependence
relation [16, 17]. We believe our simpler and modular primitives clarify and
generalise the analysis. The primitives are common to all protocols, as are
the significant events of actions becoming guaranteed, dead, serialised, decided
and stable. We are able to specify formally a large spectrum of systems and
algorithms.
Much formal work on consistency focuses on serialisability [1, 5]. Mergeability subsumes serialisability and applies to a larger spectrum of systems.

Our approach is not directly comparable to linearisability [10], as our schedules execute actions in isolation and because we abstract away from objects and from real time, which both are part of the definition of linearisability.

Constraints → and ⪰ were first proposed by Fages [6] for general reconciliation problems in optimistic replication systems.

Our approach has many similarities with the Acta framework [5]. Acta has been used to compare a number of database protocols [16]. Acta provides a set of logical primitives over execution histories, including presence of an event, implication, and causal dependence and ordering between events. Acta makes assumptions specific to databases, such as the existence of transaction commit and abort primitives. The Acta description language is more powerful and is used to analyze protocols at a much finer granularity. On the other hand, the action-constraint language is simpler; it is straightforward to translate most of the Acta dependencies into our language.

8 Conclusions and future work

We have presented a novel approach to the description of replication protocols and their consistency properties. Actions (operations accessing shared data, submitted by clients of a replicated system) are connected by binary constraints, which are invariants that must be maintained by the system, and which specify legal schedules. Different entities such as users, application, shared objects, and replication protocols, contribute their own constraints. The focus of this work is to describe replication protocols, which propagate actions and constraints between sites, and add sufficient constraints to ensure consistency.

We were able to describe very different replication protocols in the same language and to bring to light their commonalities and differences. We identified some primitive components common to all protocols (the significant sets). We provided a generic formulation of the consistency-related properties of protocols. Several definitions of consistency were shown to be equivalent, underscoring that, although diverse, many protocols are in a deep sense equivalent. Protocols differ from one another by the kinds of constraints that they support and by the transition rules that govern evolution of the system over time.

We defined a new safety condition for consistency, called Mergeability, which generalises serialisability. It makes it clear that in the general case, consistency entails a global synchronisation, which is known to be difficult. However we have shown sufficient conditions (acyclic Before graph, and safe unilateral decisions) where it is possible to decide locally and incrementally. In contrast to the other conditions, Mergeability is appropriate for partially replicated systems. We described a new protocol based on this insight.

We are aware of a number of limitations of this work. The current version of the theory totally ignores fault tolerance aspects. The split between constraints and transition rules is somewhat unnatural. The algorithm leading up to a
decision is outside of the theory, which is somewhat unsatisfactory.

The biggest limitation is the weakness of the constraint language. There are only two kinds of constraints, both binary. This has the advantages of simplicity (it is easy to understand and to prove properties), and is sufficient to describe a number of diverse systems. However practical systems need to enforce invariants that cannot be described in the current language, for instance the invariant that account balances must remain positive in a banking application. A possible direction is to generalise our guaranteed and dead sets to guaranteed and dead patterns. Currently, the crucial safety property is that the guaranteed and dead sets are globally disjoint. This would generalise to the guaranteed and dead sublanguages be disjoint globally.
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