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Abstract—Mobile ad-hoc networks, MANETs, are self- words, a MANET should be modeled as a dynamic system
organized and very dynamic systems where processes have nayhere severabtable partitions not completely isolated, can
global knowledge of the system. Due to node failures, mobi,  eyentyally exist. Furthermore, in such a context it is etiaen

disconnection and new arrivals, the network is not fully comected to be able to detect th ist f sstibl it .
and it is not always possible to statically establish end-tend 0 be able to detect the existence of s& € parutionsi.e.,

paths between nodes. In this paper, we propose a model thatt0 provide an eventually perfect partition participantedtor.
characterizes the dynamics of MANETs in the sense that it Participant detectors are oracles associated with eaaegso
considers that paths.b.etween nodes are dynamically built ahthe  The invocation of the oracle by a process gives the set of
system can have infinitely many processes but the network may processes that belong to its partition. A participant detec

present finite stable partitions. We also propose an algoritm that K istak but if Del t tabl
implements an eventually perfect partition participant detector can make mistakes, bul It a procegsoeiongs 1o astable

&PD which eventually detects the participant nodes of stable partition eventually and permanently, it will obtain the set
partitions. It is characterized by both the strong partition par- of processes that are members of its partition. Similarly to
ticipant completeness and eventual strong partition parttipant  fajlure detectors [6], the eventually perfect partitiomtjzgpant
accuracy properties. detector is thus characterized by both gteng partition par-
ticipant completenesandeventual strong partition participant
accuracyproperties.

A mobile ad hoc network (MANET) is a self-organizedContributions of the paper: Its contributions are twofold:
dynamic system composed of mobile wireless nodes. It lack§ A model that characterizes as much as possible the
a fixed infrastructure. Nodes do not have a global knowledgehavior, dynamics, and the mentioned “stability per nagjio
of the system and the number of participant nodes is unknovef. MANETS. It also defines the conditions that the system
The network is not fully connected and a node can only sensust satisfy for supportingtable partitions (2) aneventually
messages to nodes that are within its transmission range. perfect partition participant detectovhose algorithm consid-

Due to arbitrary failures, disconnections, arrivals, depaers our proposal model.
tures, or node movements, a MANET is characterized as
an extremely dynamic system where links between nodes
change over time. Thus, the temporal variations in the net-We consider a dynamic distributed syste&hcomposed of
work topology imply that a MANET can not be viewed asnfinitely many mobile nodes. Considering one process per
a static connected graph over which paths between nodegle, the system consists thus of an infinite countabldIset
are established before the sending of a message. A peflprocesses. Contrarily to a static environment, in a dyinam
between two nodes is in fact dynamically built, i.e., a linlanonymous system, processes do not kibw
between two intermediate nodes of a path is not necessarilyTo simplify the presentation of the model, we consider the
established beforehand but when one node sends a messaggittence of a discrete global clock which is not accessible
the following one in the path. Another impact of the dynamiasie processes. We take the rarifjeof the clocks’ tick to be
of MANET is that the lack of links between nodes partitionhe set of natural numbers.
them into components. A MANET is thus partitionable
system{9], i.e., a system in which nodes that do not crash gt Processes
leave the system might not be able of communicating betweeriThere is one process per node and they communicate
themselves. An example of a partitionable MANET is a mobiley message-passing through an underlying wireless network
network where nodes are sparsely distributed (sparse MANEThe words node and process are therefore interchangeable.
[71. Processes have unique and totally ordered identifiers, i.e.
Motivations of the paper: The above discussion shows thatp € II, p is the process identifier. A process knows its
there is a need for a model that takes into account the dysamigentifier but does not necessarily know the identities @ th
of MANETs, as well as their “stable regions”. In othemwther processes.

|. INTRODUCTION

Il. SYSTEM MODEL



The topology of the network is dynamic due to nodéet send,(m) be the sending event ofi on procesg and
arrivals, departures, crashes, and mobility. Processedadla rec,(m) be the reception event of messageon p.
by crashing. Acorrect process is a process that does not We also defineF a set of functions fronil x M to M
crash during a run; otherwise, it faulty. A faulty node will which takes a procegsand a message as input and outputs

eventually crash and does not recover. a messagen’ = f(p,m) def fp(m). Elements ofF model
Nodes can dynamically enter the system or leave it (vakgorithms executed by processes. Notice that the output of

untarily disconnect themselves from the system). A corregf can depend upon the state jof

process that voluntarily disconnects leaves the systentoA p  Firstly, we define the notion of reachability: a “procesis

cess that leaves the system re-enters it with a new idemtity aeachable fronp at timet” means that ifp sends a message

is considered as a new process. They can also be mobile andmet thenq receives a message that is causally dependent

keep continuously moving and pausing. When a node movegonm. Formally:

its neighborhood may change and, in consequence, the sebg?

logical links. Mobility can lead to involuntary disconnaxsts M |>:1|t}|_on ::-s riiiﬁgzkl)éhmwp ’;t’ f{,:be’ tf 2‘0? tEeerészg;
when a process is isolated from other processes. 4 mp 9

Processes execute by taking steps. Each process has a |"(‘)’(';tg| the e}lgorlthmf: if g = porif the7rle (a_X|st336ndp(m)
. : vent at timet, then3(p1, po, .., p,) € ™ with p; = p and

clock that counts the number of steps since a fixed date. el .

. ; = ¢, and 3(mq, ma,....,mp_1) € M with m = my
Processes are considered synchronous in the sense thatzﬁ'lv% that-
assume that there are lower and upper bounds on the raté 0 1 o i
execution (number of steps per time unit) of any non-faulty (1) Vie[l,n—1], sendp, (m;) — recy,.,(m:)
process. Thus, to simplify our model and without loss of (2) Vie[2,n—1], mi= fp,(mi1)
generality, we assume that local processing takes no timeWe denOteSp,q,t,m,f_ the set of sequences of processes
Only message transfers take time. (p1,p2, ., pn) that satisfy the above definition. For afl =
(Pi)ien,n] € Spat.m.sr We definetrec(P,t,m, f) the time
at which q receivesm,,_; and we definenrec(P,t,m, f) =

B. Communication Links Mp—1.

Considering a radio propagation model, a node in a MANE['R It is important to notice that reachability does not require

. . : .~ 1the existence of an end-to-end path betwgesnd ¢ at time
communicates directly with all the other nodes that are IWItht' The path is indeed built over time.

its transmission range. Hence, we assume that a node in e can now define the concept of dynamic path which will

MANET never sends a point-to-point message but broadcaﬁ{gdel connectivity between two processes in MANETS.
a message which will be received by those nodes that are in its

transmission range. If a procegss within the communication Definition 2. Dynamic path (denoteg ~; q): V(p,q,t) €
range of a procesp we say that there is a link between II x I x 7 there exists a dynamic path betwegrand ¢ at
and ¢. However, links between nodes are unidirectional. Féime t: it V(m, f) € M x F, Sp q.t.m.s # 0.

instance, it might happen that a node can receive a MESSage is worth pointing out that the reachability concept de-

from anoth_er node but has insufficient remaining energy Hénds on the algorithnf and expresses that a process can

broadcast it a message back. _ communicate with another process. On the other hand, the
We assume that our system does not modify the messageg iamic path concept does not depend on any algorithm. It

carries, neither generate spontaneous messages noratepligns res that if a procegssends any message, theng wil

them. Messages can be lost. Each messageas a unique ecejve a message that causally dependsioBoth concepts
identifier id,,,. The followingintegrity property is satisfied; 5re instantaneous. i.e.. at time

receives a message from p at most once only ip previously  \we also define the concept of timely dynamic path where

sentm to q. Messages can be delivered out of order. We defiggmmunication delay between processes of such a path is
M as the set of all possible messages. bounded.

Furthermore, due to node movements, lack of energy, fail- = ) _
ures, arrivals or departures, links come up and down oJegfinition 3. Timely dynamic path (denotegivs.q): there
time. Therefore, connectivity between two nodes in MANETEXISS unknowm,,, such thatp ~; ¢ = V(m, f) € M x F,
is built dynamically over time as discussed in the following 7 € Sp.a.t.m.f SUch thattrec(P,t,m, f) —1 < 6pq.

_ Finally, we define a useful property that ensures that a node
C. Dynamic Paths appears at most once in a timely dynamic path.

f(gne Of_ the t?]o_als (t)rf] our modtel fis tg tdefing the CO?Ciﬁefinition 4. Simple timely dynamic path (denotqditq):
of dynamic pathsi.e., the concept of end-to-end connectivity, . ang Ipi)icrin € Spatm.s : (i # j = p; # p;) and
which is dynamically established through the transfer of. N _ 5
ec((pz)le[l,n]atama f) i< Pq-
messages along a sequence of processes. .
We consider Lamport's happened-before relation betweerTo summarize our definitions, we hayes;q = pssiq <
events [10l:a — b if event ¢ causally precedes event q is reachable from p at time for all messagesn and all



algorithms f. thus be unbounded téoFinally, Definition 7 states that a node
is {stableif all nodes of its cycles have the stability property.
It ensures that a procegsof p’s partition is also(ystableand
D. Eventual Group Stabilization thatp’s and ¢’s partitions are equals (see Lemrdd).
We should remark that nodes of stable partition are
As previously explained, a membership service on top ofit necessarily isolated from other nodes of the network.
partitionable network can only be provided for those groofps pepending on the network connectivity, it might be the case
processes which present an eventual stabilization. Wetelen@at one or more nodes of a stable partition can send or eceiv
each of these groups stable partition Basically, thestable messages to nodes which do not belong to their partition. On
partition of a procesp, denoted(> PART), is composed of the other hand, Axiom 1 of Definition 6 ensures thap i€an

the same set of correct processes that can always commeinigghd messages tothrough timely paths, and vice-versa, then
to each other through simple timely dynamic paths. Thug.is in p's partition.

processes withinG PART, neither crash nor leave it, and
new node arrivals in the partition do not take place. However
dynamic paths can evolve and processes can move inside the @
stable partition as long as they keep being connected by a \,GD
simple timely dynamic path.
If a nodegq is reachable fronp, and vice-versa, and jf is ()
stable, thery must be in the partition gs. We define therefore @ @ﬁp

the set of nodes that can be mutually reachable through a

proces at a timet. These nodes form cycles which inclugde § @
The nodes that compose the cyclepodenoted byCycle,(t), 3
are then defined as follows: state 1 state 2

Definition 5. Cycle,(t) ™ {q | I(m, fin) € M x F x N :
3(171')1'6[1,11] S Sp,p,t,m,f :dk e [1, n] Pk = q}.

Definition 6. We define the stability property of a nogef Figure 1 illustrates the definition ofystable nodes. All

Fig. 1. lllustration of a{)stable process

there exists such that: nodes in the figure are correct and the graph evolves from
state 1 to state 3 and then remains in state 3. Solid arrows

(1) V' >t Cycley(t') = Cycley(t) correspond totimely dynamic pathsotherwise the line is

(2) Yt'>t:q,r e Cycley(t') = gy dashed. Before state 3 none of the node(ar&ible as there
(8) 3N :Vity:|Cyclep(to)] < N does not exist any stable partition, i.e., there is no set of

processes that satisfies Definition 6. On the other hand, as
Definition 7. A nodep is {stableif Vg € Cycle,(t), ¢ has there always exist timely paths between nodgsande after
the stability property. state 3, these nodes affestable and form a partition, i.e.,

Now, we define theStabilization Timeof a {>stable node OPART, = QPART, = OPART..

p as the minimal time57), that satisfies the above definition. |,

. . EVENTUALLY PERFECTPARTITION PARTICIPANT
ST, is unknown.

- DETECTOR
A stable partition denoted by{PART, of a <{stable
proces, is defined as follows: Based on the system model defined in the previous section,
o def we present in this section an algorithm for detecting the
Definition 8. GPART, = Cycle,(ST)) participants of a partition and then a sketch of proof which

shows that this algorithm implements an eventually perfect
Axiom 1 of Definition 6 states that the set of nodes of cycles art|t|on detectoroPD. We also prove that our detector

of p does not change. This set is therefore the partition. N € Jolies the requirements for providing precise membershi
that processes that belong to the partition are fixed butspanh bp q P gp B
between processes can evolve during time. Axiom 2 impos ach proces® has locally an eventually perfect partition
the existence of timely links between all nodes of a pamtmpart'c'm:m ?r(]atectct)r fdenotedPDthV\tlhen mvskeild OPDh bl
It ensures therefore that communication time between nooiggums Op the set of processes hat are mutually reachable
rom p, i.e., those processes that it believes to belong to its

of the partition is bounded and that if a procgssends a
P proces artition. If p is a {stablenode, eventuall>PD will return

messagen, then each process of the partition will receive L
message which is causally dependentronSince we make %e nodes that belong to thetable pariition o PART, and
?rply these nodes.

no assumption on the total number of nodes of the syste
Axiom 3 fixes a bound on cycles size. Indeed, without this _ - _ ,
We can prove it by contradiction: we suppose the existence rtition

boupq, 't. IS Im.pQSSI.ble to build an algor'th.m that qeteCB thietection bound time and we build a long simple dynamic path such that a
partition in a finite time because communication time woulslessage takes more tharto travel through the path.



Similarly to failure detectors)PD is characterized by both during a run. A second remark is that a nagéhat received
the completenesand theaccuracyproperties.Completeness a broadcast message fromis not necessarily capable of
characterizes the capability of th@stable node p of con- broadcasting a messagezaince links are unidirectional.
structing an output set which contains the identificatiothef
processes that belong to its partition while #teeuracychar- A. Algorithm Description

acterizes the capability of that process of not being inetid  Ajgorithm 1 implements an eventually perfect partition
in a set of those processes which are not in its partition. participant detectofyPD for process. By querying its local
» Strong partition participant completenesg-or each <{PD (Line 30), proces® obtains the current knowledge of
{stableprocessp, if ¢ € $PART,, then eventuallp the set of processes that belong to its partition by comsylti
considersg as a member of its stable partition permathe variableout put (Line 32).
nently. The local detector executes an initialization phase and the
» Eventual strong partition participant accuracfor each two concurrent tasks. At theitialization phase (Lines 4-7), it
{stable processp, if ¢ ¢ GPART,, then eventually initializes its timer and sends to all its neighbors 4RIV E
p will no longer considerg as a member of its stablemessage which includes just
partition. Task 71 handles p's detector reception of an
Note that if p is not a{>stablenode the above properties(ALIV E, path) message from those processes that have
not necessarily hold, i.e., the “eventually” and “permahgn as their neighbor. Ifpath is equal to(p,...), p knows that
characteristics of the properties can not be ensured. its (ALIV E,p) message was forwarded through a cycle, i.e.,
all nodes that appear afterin path are mutually reachable
Algorithm 1 Implementation of Eventually Perfect Partitiorfrom it (Lines 13-14). Otherwise, ip does not appear in

Participant Detector path or appears just oncey's detector appendsg to path
and forwards it to all its neighbors (Lines 16-17). Note that
1 Init; p's detector must forward the message everp ifalready
2 Begi n , appears once since it might be the case that there exists a
3 { Processes supposed to be in $PART), } .
. inPart — {p}; output — {p}: cycle betweeny and » wherep belongs both to theimple
5 Timeout — o; _ pathfrom ¢ to » and thesimple pathfrom r to q.
’ zf(t);'d”;g;tto?&lji’ﬁ’/E ) Task T2 is executed whenever th&meout expires. If
8 End ! the new set of nodes thafs detector believes to belong to
o Task T1: upon reception of (ALIV E, path)) p's partition ¢nPart,) is different from the previous one, it
w | Begin ¥ P ( rpath) increments the timeout value (Lines 22—23). This means that
12 If first node inpath = p then if p is a{stablenode, either theST), is not reached yet or it
> J Flor Z.fL"PZ'Tg ipg.’sgjr?fbeig}'_” path do is reached but the timeout value is not enough for the message
15 se _’ (ALIV E,p) sent fromp to travel through the longest cycle
16 I'f p appears at most once puth t hen from p. When both conditions happen, the set of processes
17 I broadcast,py ((ALIV E, path - p)); L . .
s | Ehd in inPart, and thus inoutput, will always be the same.
19 o . Finally, in Lines 24-27p’s detector initializes its timer and
| Task T2:upon expiration of Timeout the variableinPart, and then broadcasts to all its neighbors
21 Begi n . . .
22 |f output # inPart then an ALI V_E message that contains jystas reachable, as in
2 Timeout < Timeout + 1, the initialization phase.

N
EN

output < inPart;
set timer toTimeout;
inPart «— {p}; B. Sketch of proof

broadcast,,q ((ALIV E, p));
d

NN
N o a

We present a sketch of proof of both teong partition
participant completenesandeventual strong partition partic-

NN
©

¥ gzzkl T3+ when membership()s invoked by the upper layer ipant accuracyproperties of Algorithm 1 that characterize the
2 é return(output); eventually perfect participant partition detectpPD.
33 nd

The key of the proof is to show that if there exits such
thatVt > t1, ¢ € Cycley(t) then eventually and permanently
q € output, (strong partition completenegsotherwise, there

Since processes do not know the identity of the oth&KIStS a time after whicly & output, permanently gventual
processes, they cannot send point-to-point messagesrto thefrong partition accuracy The full proof is available in [2].
Thus, the only sending primitive provided to processs
the broadcast,p, primitive that allowsp to send a message
to all its current neighbors (nodes within its transmission Modeling dynamic systems is an open issue and new models
range) without necessarily knowing their identity. Due he t aiming at capturing different aspects of such dynamics have
dynamics of the system the set of neighbor®afan change been defined. Some articles, [3], [11], [12], [5] propose a

IV. RELATED WORK



model for dynamic systems such as MANET or peer-to-pedetector algorithm is inspired by this work. Contrarily taro
systems. approach, in the authors’ work, the system is considered to

Like in our work, in [11], the authors state that a dynamibe a fully-connected static one, the number of nodes of the
system must present some stability period in order to gti@eansystem is known, nodes do not move or leave the system, and
progress and termination of the computation. However,éirth all links are fair lossy. Moreover, the output @5 at p is
work, there exists just a singleliable core clusterduring not the set of processes that belongpt® partition but a per
a period of stability which consists of the minimal numbeprocess heartbeat value array.
of nodes that have to be simultaneously alive during a longln a previous work [8], we have proposed an eventual
enough period of time in order for the whole system to beartition failure detector for MANETSs that uses informatio
able to progress. Hence, in their approach, it is not passibl provided both by the above mentioned Aguilera et aH'8
have severastablegroups simultaneously as in our approacHailure detector [1] and a disconnection detector. Howehner
Furthermore, the number of processes in each run is boundeanber of nodes is known and the solution is neither based
and links are considered to be bidirectional. on periods of stability nor on dynamic paths.

Piergiovanni et al. [12] also consider that a dynamic
system can be characterized by perturbed periods followed
by quiescentperiods, i.e., periods where no more arrivals This paper proposes a model for dynamic networks, such
or departures take place. The paper shows that there is@oMANETs, which considers that the system is anonymous
protocol that can ensure overlay network connectivity mri With an infinite set of processes. The model characterizes th
perturbed periods since network partitions can happers TEPNncept of dynamic paths between processes built over time
work is thus particularly interested in the eventual cotinizg @S Well as the concept of stable partitions, where a finite set
of the overlay, i.e., a stable period where there is no pamtit of nodes are connected through timely dynamic paths. Based

In [3], the authors propose a model for dynamic systen®§ this model, we propose an algorithm for an eventually
where two parameters, teimber of nodeén a run or in all perfect partition participant detectap,PD, whose properties
runs) and thediameterof the network, can be characterize®f strong completeness and eventual strong accuracy have be
(e.g., bounded/unbounded, known/unknown) depending®n f}oved. We also show th&tPD supplies the requirements for
dynamics of the system. The first parameter allows to mod#pViding precise membership for partionable networks.
cor_ltinuous arrival and departure_of nodes from the s_ys_t_em REFERENCES
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